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Executive summary

There has been an explosion of consumer facing generative artificial intelligence services. These applications can be used to generate synthetic text, images, sound, or video that closely resemble human-made content. As generative AI systems become integrated into popular platforms and tools, adoption of the technology is poised to keep rising. Meanwhile, a number of emerging challenges have spurred numerous debates about how to ensure that generative AI is safe, reliable, and fair.

This report is a contribution to these discussions, and aims to provide policymakers, lawmakers, enforcement agencies, and other relevant entities with a robust starting point to ensure that generative AI does not come at the expense of consumer and human rights. We cannot know for certain how the technology will develop in the months and years to come but believe that the direction of technological advancement should happen on society’s terms. Therefore, we present a number of overarching principles that can help define how generative AI systems can be developed and used in a consumer- and human-centred way.

We also strongly urge governments, enforcement agencies and policy makers to act now, using existing laws and frameworks on the identified harms that automated systems already pose today. New frameworks and safeguards should be developed in parallel, but consumers and society cannot wait for years while technologies are being rolled out without appropriate checks and balances.

The first chapter of this report provides an explanation of generative AI and its uses, alongside several examples and illustrations.

In chapter two, we summarize various current and emerging challenges, risks, and harms of generative AI. This includes challenges related to:

- Power, transparency, and accountability,
- wrong or inaccurate output,
- using technology to manipulate or mislead consumers,
- bias and discrimination,
- privacy and personal integrity,
- security vulnerabilities,
- automating human tasks,
- environmental impact,
- labour exploitation.

Chapter three contains an overview of the patchwork of existing and upcoming rules and regulations that may apply to the development, deployment, and use of generative AI systems. This is mostly centred around EU legislation, but with some references to ongoing processes in the United States.

The final chapter contains numerous recommendations on how to address the problematic issues of generative AI. This includes:

- Enforcement of existing laws and regulations,
- ensuring sufficient resources for enforcement bodies,
- stronger consumer protection,
- robust government policies,
- new legislative measures,
- strong obligations that cover developers and deployers of generative AI systems.
1. INTRODUCTION
Consumer facing artificial intelligence systems have been around in various forms for decades, and are used for personalizing social media, filter emails, recommend streaming content, text translation, and much more. Some of these purposes are benign and discreet, and most people may never realize that they are interacting with an AI-powered system.

A new wave of AI-powered systems in consumer facing applications is fast approaching, with the mass deployment and adoption of generative artificial intelligence (‘generative AI’) systems. Generative AI is a subset of artificial intelligence that can generate synthetic content such as text, images, audio, or video, which can closely resemble human-created content. Such systems are poised to change many of the interfaces and content consumers meet today.

In November 2022, a prototype of the chatbot ChatGPT was released to the public. The application quickly gained worldwide attention, becoming the fastest growing digital service of all time within a month of its release.\(^1\) In the following months, other services for generating text, images, sound, and video, were quickly deployed and iterated upon, sparking a sort of arms race for generative AI systems. Consumers were provided access to these content generators directly in web interfaces, while companies started to embed the content generators in their applications and services.

The sudden and widespread deployment and adoption of generative AI systems sparked public discourse about the promises and perils of the technology. The debate has ranged from how generative AI may be used to increase efficiency in the workforce and to spark creativity, to how it can be used to spread disinformation, manipulate individuals and society, displace jobs, and challenge artists’ copyright.

The discussion about how to control or regulate these systems is ongoing, with policymakers across the world trying to engage with the promises and challenges of generative AI. This report is a contribution to these discussions by providing an analysis of the most pressing issues from the consumer angle, along with a number of possible solutions and ways to proceed from both a legal, ethical, and political perspective. Although we do not pretend to have the answers to all the questions raised by generative AI, we believe that many of the emerging or ongoing issues can be addressed through a combination of regulation, enforcement, and concrete policies designed to steer the technology in a consumer- and human-friendly direction.

As the development of generative AI seems to move at a breakneck pace, the descriptions throughout this report must be seen as a snapshot of an emerging technology. The report was written between February and May 2023, and does not include any new information from papers published after June 1st.

The Norwegian Consumer Council is a publicly funded, independent consumer organization, that represents consumer interests. This report was written with contributions from BEUC, Miika B linen from VZBV, Kris Shrishak from the Irish Council for Civil Liberties, Daniel Leufer from Access Now, Jon Worth, Marija Slavkovik, and Anja Salzmann from the University of Bergen.

### 1.1 An overview of generative artificial intelligence

Generative AI is a blanket term used to describe algorithmic models that are trained to generate new data, such as text, images, and sound. While these applications rely on different types of input data, the general principles behind how they are trained are similar. The emergence of advanced generative AI is possible due to an enormous amount of content available on the internet, combined with advances in machine learning and computing power.

Generative AI models work by analysing large amounts of information to predict and generate the next word in a sentence, feature of an image, etc. This is done by detecting patterns in and relationships between data points in the training data, which in turn allows the system to replicate similar patterns to generate synthetic content, for example a piece of writing, music, or a video clip. This process can also be described as a complex ‘mash-up’ of content from the data the system was trained on. In other words, they are predictive mod-
els that are trained to “connect the dots” between data points in existing content to generate synthetic content.

Generated content is probabilistically and randomly generated based on certain input (or ‘prompts’), which are usually written by a human. Therefore, the output of any given generative AI model is likely to be different for each person prompting the model and may both resemble patterns in the training data or appear to be something completely new.

1.1.1 EXAMPLES OF GENERATIVE AI MODELS
There are various types of generative AI models, including large language models (LLM) that can respond to text by generating new text, and multi-modal models that can generate more than one type of output or respond to more than one type of input, for example chatbots that can also generate images when prompted to do so. A short introduction of the most popular generative AI models on the market today is presented below, accompanied by some relevant examples.

1.1.1.1 Text generators
Text generators are a type of generative AI model that can generate text passages based on predictive analysis, which are built on large language models.2 These models are usually trained on enormous amount of text scraped from the internet, including books, forums, news sites, social media, etc. Text generators can be used for writing essays, coding, chatbots, and augmenting search engines, amongst other things. In many cases, text generators are meant to generate text that appears to be written by a human, for example by generating text written in a first-person perspective, using emojis, or by writing text indicating that it has the capability to experience human emotions. Some text generators are multimodal and can generate text based on images.

Although text generators have existed in some form for several years, for example as prediction tools for typing text messages, the discussion around the technology gained momentum during the autumn of 2022, with the public release of ChatGPT, which is owned and operated by the company OpenAI (which is also the owner of DALL-E, see below). ChatGPT3 is available online for those who create a free account, while the more powerful ChatGPT4 model is available for a monthly subscription fee.3

In January 2023 Microsoft announced a major investment in ChatGPT and launched new features in the Bing search engine powered by the technology.4 Microsoft has announced that it intends to integrate ChatGPT into its other services, including the Microsoft Office suite of applications, for example to automatically take notes during meetings in Microsoft Teams.5

Google has also developed a LLM that can generate text, called LaMDA. In the wake of Microsoft’s investment in ChatGPT, Google rolled out similar features to its search engine with a text generator called Bard.6 Google is also planning to introduce various AI-powered features such as drafting and summarizing emails, as well as brainstorming and writing documents in its Workplace applications.7

2 Large language models are sophisticated AI models that are designed to generate text that resembles human language. They are normally trained on vast amounts of text sources to “learn” patterns and grammar. LLMs can be used for tasks such as machine translation, sentiment analysis, human-machine interaction, proofreading, and many other purposes.
Meta has developed the LLM Galactica trained on scientific articles and materials, which is meant to “store, combine and reason about scientific knowledge”. After the model was released as a public demo in November 2022, the public-facing demo was quickly removed due to generating text containing multiple errors and biases.\(^8\) In February 2023, Meta released another LLM, called LLaMa (Large Language Model Meta AI). LLaMa is an open source model, which was initially released to researchers based on an access application process. In March 2023 the model was leaked on a public message board, meaning that anyone with a relatively powerful computer can download, use, and adapt the model.\(^3\)

There are also several open source LLMs that are developed and maintained by smaller actors. For example, the text generator BLOOM is available through the company Hugging Face,\(^10\) while Stability AI has released open models under the moniker StableLM.\(^11\)

1.1.1.2 Image generators

Generative AI models that are trained to generate images can be collectively classified as image generators. They can create images from text prompts ('text to image') or from existing images ('image to image'). Image generators work by analysing huge amounts of existing pictures, such as photographs, paintings, etc., which are often scraped from various sources on the internet. By training the algorithm on these data sets, the model can generate images of different objects ('a chair', 'a train'), people ('a young woman', 'Jerry Seinfeld'), and styles ('impressionism', 'in the style of Edward Munch'). The most widely used image generators as of June 2023 are Midjourney,\(^12\) DALL-E,\(^13\) and Stable Diffusion.\(^14\)

Midjourney is available through the chat service Discord. It is possible to join the official Midjourney Discord server, to ask a Midjourney bot to “imagine” a picture based on various prompts. For example, the person prompting the system could type “/imagine hyper realistic photo of political advisor writing a paper on generative ai, in an open office plan”. The bot responds in the chat with four generated pictures. While Midjourney was free to try for the first few months after its release, for a limited number of generated images, it has since become a paid subscription service.

The company Midjourney Inc. owns the generative AI model that generates the images and runs and controls both the model itself and the servers that it is hosted on. This means that the company can restrict access, change the model, and add content filters to control what kind of images the model can and cannot generate.

The generative AI model DALL-E is accessible through the website of its owner OpenAI. Individuals can create an account and receive a limited number of tokens each month that can be used to generate images. Images are
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An oil painting by Munch of a policy advisor writing a paper on generative AI, DALL-E.

1.1.1.3 Audio generators

Audio generators use generative AI technologies to create audio clips based on text prompts (for example text to voice). Such models are trained on existing voice data, music, etc. Audio generators can be used to create AI-generated music\(^\text{16}\) and voices, and there are models capable of recreating the voice and pitch of individual individuals. \(^\text{16}\)

For example, the company ElevenLabs has released a model that allows anyone to convert short text input into voice clips, in a selection of different voices. \(^\text{17}\) Microsoft has announced the generative AI model VALL-E, which the company claims can generate realistic voices based on a three second voice sample. \(^\text{18}\) As of May 2023, VALL-E has not been released to the public.

1.1.1.4 Video generators

Video generators can be used to create video clips based on text prompts (text to video), images (image to video), or existing clips (video to video). As it is more complicated to generate authentic looking video footage than to make still images, this technology is somewhat less developed at the time of writing.

However, this may change in the near future, as several major companies are actively working on models for generating video.

A photo of a consumer policy advisor writing a paper about the consumer challenges of generative AI, in an open office plan. Stable Diffusion 1.5.

generated by entering different prompts into the website interface. If the person runs out of tokens, they can pay to receive more. Like Midjourney, the model behind DALL-E is owned, controlled, and operated by its parent company.

The generative AI model Stable Diffusion is developed by the company Stability AI. Unlike Midjourney and DALL-E, Stable Diffusion is an open source model that can be freely downloaded by anyone, and does not require a subscription or access to the internet to use. Once the necessary software is downloaded, unlimited images can be generated locally. Running Stable Diffusion locally only requires a computer with relatively powerful consumer-grade graphics card.

Stability AI only trains and distributes the basic models for Stable Diffusion, while it is possible for anyone with access to them to continue training and developing new models that are based on the original Stable Diffusion models. These new models can then be distributed to others. In practice, this means that the company does not control the model nor its output.
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Meta has developed a model to turn short texts into video clips, and Google has announced a similar system. As of May 2023, neither of these systems have been made available to the public.

Stability AI, the company behind Stable Diffusion, has released a model for generating animations from text prompts and images. The company Runway has released a mobile app that can be used to generate short video clips from existing videos.

### 1.1.2 THE GENERATIVE ARTIFICIAL INTELLIGENCE ACTOR CHAIN

From assembling data sets for training models to deploying and prompting generative AI systems, there are potentially many different actors. These actors may all influence the system or how it is used in various ways. The relevant actors are shown in the illustration just below.

Each box represents a different actor in the actor chain. These actors may all be within one organisation but will often be spread across several organisations. The arrows are only pointing one way to maintain a simple representation; it is of course possible that there could be feedback loops between different actors.

The data set assembler collects and systemizes the necessary data to train a generative AI model. There are numerous available open source data sets that have been compiled and labelled by scraping a huge number of sources online. In many cases, such data sets are compiled for research purposes, and made freely available. A company developing a generative AI model can thus train their model on datasets that someone else has assembled.

The developers of generative AI models create a baseline model, which may then be trained and tuned for certain more specific contexts or applications by downstream developers. In some cases, this fine-tuning of the model may be done by the same actor as the training of the baseline model, while in other cases, the fine-tuning may be done by a separate actor entirely. This may be another company, or in the case of open source models, the model can be fine-tuned by anyone with a relatively powerful computer.

To further complicate the matter, as general-purpose generative AI models are being integrated into other applications, the company or entity deploying the system may be separate from the company developing the model and/or fine-tuning it.

Finally, there are end users, engaging with the deployed model. In consumer use cases, the consumer will typically be an actor, by prompting the model to generate, for example, a text or an image. Consumers may also indirectly encounter generative AI systems when interacting with a business, for example if a customer service agent uses a text generator to generate answers to consumer queries, or if a consumer is prompted to make certain queries based on AI-generated recommendations.

There are numerous actors in the generative AI system actor chain. It is crucial to understand the relationship between these actors to understand how generative AI should be regulated, and at which point the actor chain different harms arise.
1.1.3 OPEN SOURCE OR CLOSED SOURCE MODELS

There are significant differences in how generative AI models are distributed and controlled. Many models are proprietary closed source models that run on cloud servers controlled by the owner of the system (the “system owner”). This means that consumers can access the model through the internet, and that the system provider can change the model at any time, add content filters, restrict access, etc. For closed systems, the system owner provides the processing power required both to train the model, and to generate synthetic content.

For a closed source generative AI model, it is not possible to know how the model works, what data it was trained on, and how parameters are weighed, unless the company behind the model publishes sufficient documentation or provides access to third party auditors, enforcement agencies, or researchers. In many cases, such information may be kept secret due to security and/or business interests.

On the other hand, some generative AI models are released as open source, which may take various forms. Different parts of the system, such as the data set, source code, model parameters and weights, may be made available to third parties.

When the source code is made available to the public, it can be used, studied, tested, modified, and distributed by anyone. This means that it can be inspected for errors and vulnerabilities. It can also be improved and iterated upon collaboratively. Using, modifying, and distributing open source software is generally governed by license terms. Given the open source software and the data set, anyone with sufficient computing resource could reproduce the generative AI model, although the computing resources needed to do so are significant enough that in practice it will likely be limited to large companies.

However, for generative AI systems to be truly open source, the model itself should be made available to the public. In such a case, applications developed based on these models might also be released as open source application, such as the image generator Stable Diffusion, or it can be adapted into a closed source application.

Open source generative AI models can be downloaded by anyone. With a powerful enough computer, it can be used to generate data and update the model as one pleases. The source code, parameters, etc. of such models can be inspected by anyone. However, this does not necessarily mean that they can understand how the model works, as sufficiently complex models may be more or less impossible to understand the inner workings of.

Once an open source generative AI model is released to the public, there is practically nothing the developer of the baseline model can do to influence how the model functions. This means that any content filters and other artificial limiters placed on the model may be altered or removed by downstream developers or deployers. This creates both benefits and significant drawbacks, which will be elaborated on below.

1.1.4 GENERAL PURPOSE AI

While some AI models are designed with a specific purpose and use case in mind, such as early discovery of cancer cells, many generative AI models are examples of so-called ‘general purpose artificial intelligence’. This means that the basic system, such as a large language model, is trained to be able to respond to a vast variety of situations and interactions and can be adapted to be used in new contexts.

Unlike a model with a specific purpose, it is extremely difficult or impossible for the developers of a general purpose AI model to foresee the possible uses and abuses of the technology. This makes it particularly important that such models are subject to technical, scientific, legislative, and regulatory scrutiny before they are widely adopted. However, applications such as ChatGPT have already been released to the wider public without rigorous evaluation, impact assessment or scrutiny, while being increasingly opaque and inaccessible to third party auditors and researchers. It is worth considering whether this leads to a desirable future, considering the many harms touched upon in chapter 2 of this report.
1.2 Consumer applications

Several different types of generative artificial intelligence are publicly available to consumers today. Many of these are readily available to use by anyone with an internet connection, and do not require expert technical knowledge to use. Some of them are directly accessible through web interfaces, while generative AI technology is also increasingly being integrated into other services such as online search, learning and administration software, and social media.

As of May 2023, the most popular consumer uses for generative AI models are text and image generation. However, with major consumer-facing companies such as Microsoft, Meta, and Google investing heavily in the technology, the use cases are likely to expand in the coming months, as generative AI models are implemented in various services.

For example, text generators can be a useful tool to streamline and/or optimize mundane tasks, functioning as a kind of multi-purpose digital assistant. This may include changing internet search functions, automating certain tasks such as writing code, transcribing voice messages, or personalizing services in various ways. While such applications may be useful and efficient in certain contexts, there are also significant risks and drawbacks, which will be explored further in the following chapters.

As the technology is developed and adopted, generative AI may be used to automate tedious and time-consuming processes that previously had to be done manually, for example by writing concise texts, filling in forms, generating schedules or plans, or writing software code. It has the potential to make services more cost-efficient, which may also lower costs for consumers, for example when soliciting legal advice.25 On the other hand, the proliferation of low-cost AI-generated content may replace human labour and human-generated content, thus lowering the quality of consumer-facing services such as customer support. The technology also opens new avenues for consumer manipulation in areas such as advertising or product recommendations and can facilitate or obfuscate discriminatory practices.
2. HARMS AND CHALLENGES OF GENERATIVE ARTIFICIAL INTELLIGENCE

“From violations of privacy and personal integrity to the creation of fraud and misinformation, generative AI models introduce vast risks and challenges, while turbocharging others.”
There have been several controversies surrounding the development and use of generative artificial intelligence. From violations of privacy and personal integrity to the creation of fraud and misinformation, generative AI models introduce vast risks and challenges, while turbocharging others. Concrete and highly relevant examples of this are chatbots and search engines providing incorrect but convincing information, the abuse of cheap labour in the global south for content moderation, and a significant environmental impact due to resource consumption. It is essential that these problems are sufficiently addressed by enforcing, applying, and establishing laws and regulations that serve to protect consumers from various negative consequences.

The issues discussed throughout this report are often not new or unique to generative AI. Algorithmic computer systems have existed for a century, while the technology popularly referred to as artificial intelligence has been around since the 1950s. In the 1960s, the computer scientist Joseph Weizenbaum created ELIZA, a model that simulated human interaction, using rule-based algorithms. People who interacted with ELIZA attributed human attributes and emotions to the model, even though they were informed that the system had no such capability, mirroring some use cases of generative AI-powered chatbots today.

Issues related to content moderation, algorithmic bias, privacy, and disinformation have been debated at almost every junction as digital technology evolves and is widely used. However, the deployment and public adoption of systems such as ChatGPT, both for technically adept consumers and the general public, alongside its ease of use and wide-scale availability, means that many of these issues have become urgently relevant to analyse from a consumer perspective. As described in the following chapters, a number of these issues may be addressable by enforcing applicable laws and regulations, while other may require other solutions or remedies.

### 2.1 Structural challenges of generative AI

At a basic level, generative AI models are fundamentally designed to reproduce existing material, although in potentially novel ways. This means that such models are inherently prone to reproducing existing biases and power structures. Therefore, while the models have no understanding, mind, or intention of their own, the decision to develop, deploy and use them is inherently political. It is not sufficient to ascribe neutrality or objectivity to the operations or outputs of a generative AI model, because its training data and algorithms stem from human beings, with all that this entails.

As generative AI models are being introduced into all sectors of society, so far with little or no regulatory oversight, there are fundamental issues that need to be addressed. Generative AI models are dependent on large amounts of data that is taken from a multitude of sources, usually without the knowledge or consent of the originator of the data, be it a piece of art, a news article, or a selfie. Information is siphoned and gathered to be used in different ways, with an end goal of enriching a small number of companies. This raises questions of value distribution, usage permission, privacy, accountability, intellectual property, and human rights.

#### 2.1.1 IDENTIFYING THE CONCRETE RISKS OF GENERATIVE AI

As with any new technologies, the discourse around generative AI is muddled with a mix of facts, concerns, and a lot of hype and enthusiasm. Many AI systems are being touted as being capable of solving almost any task, often without evidence to back up the claims, a phenomenon that can be described as ‘AI snake oil’. When addressing problematic and hazardous issues with the technology, it is important to be able to sort facts from fiction.

“At a basic level, generative AI models are fundamentally designed to reproduce existing material, although in potentially novel ways. This means that such models are inherently prone to reproducing existing biases and power structures.”
Heavily publicized warnings about the dangers of artificial intelligence have concentrated on hypothetical risks of developing an artificial general intelligence (AGI), meaning a system that is able to perform intellectual tasks that are comparable to the ability of human beings. Theoretically, such systems should be able to think and reason, and be able to perform a broad range of tasks that equal human capacity for thinking. This differs considerably from generative AI models, which have no such capacities. As AGI systems do not currently exist, and there are serious disputes about whether they can ever be realized, such systems will not be further considered in this report.

There have been calls for voluntary moratoriums or ‘pausing’ of developing generative AI models. Some of these calls have focused on a potential future where AI systems have become so powerful that they pose an existential threat to humanity. While such calls acknowledge issues related to accountability, safety, and control over AI systems in general, there are serious concerns that focusing on potential long-term scenarios are drawing attention away from many of the current pressing issues of generative AI, potentially leaving these issues insufficiently regulated.

The argument that a hypothetical general artificial intelligence is an existential threat to humanity implies that concerns about current issues such as discrimination, privacy, and fairness, are inconsequential and marginal. In other words, the narrative concerning a potential “AI supermind” may serve as a distraction from pressing issues that are already present in today’s application of generative artificial intelligence. It is crucial that narratives about hypothetical existential threats to humanity do not come in the way of proposing concrete solutions to the very real issues posed by the technology that exists today.
2.1 Structural challenges of generative AI

2.1.2 TECHNOLOGICAL SOLUTIONISM

Artificial intelligence is often lauded as the solution for a vast number of issues across sectors, from healthcare and public administration to legal assistance. While this narrative is attractive to both private enterprises looking to sell software solutions, and to policymakers searching for simple remedies to political or regulatory ailments, it needs critical examination.

The belief that almost any issue can be improved or solved using technology is known as ‘technological solutionism’. A term coined by the tech critic Evgeny Morozov, technological solutionists tend to gloss over complex and multifaceted social problems in favour of simple mathematical or engineering solutions. This reductionist belief is attractive to service-providers because it allows them to advertise miracle cures – AI snake oil – and to policymakers because technological quick fixes are tangible and usually appear more cost-efficient than examining complicated and often deep-rooted social and political conflicts or inequalities.

As Morozov points out, technological solutionism is dangerous because it often simply does not work. By presenting multifaceted and complex issues as a mere engineering issue to be solved in a lab, solutionism misrepresents social problems and misses the underlying causes. When presented as problems that can be solved by technology, solutionists tend to disregard the social, political, and cultural context that is the backbone of our societies.

When considering the proliferation of artificial intelligence models that are rapidly being deployed across sectors, it is worth keeping the folly of technological solutionism in mind. This is particularly important if generative AI models or similar technologies are being pushed as a remedy or solution to inequalities, such as providing access to mental health tools to people who otherwise would not be able to afford it. While it may appear attractive to outsource mental health care to a large language model that can be deployed and accessed at a relatively low monetary cost, this approach risks reducing the complexity of mental health and the value of human contact to a question of predictive analysis and language modelling. Similarly, before deciding to deploy a text generator as a solution for overworked case handlers in the public sector, for example, it is crucial to consider the context and causes of the problem, rather than adopting developing technologies as a blanket solution.

If such technological quick fixes are adopted at the expense of investment into proven effective measures, which are often costly and difficult to implement, this may come at significant costs to marginalized groups who risk being deprived of effective treatment and measures because their issues are purportedly being addressed by the use of technology.

2.1.3 CONCENTRATING POWER IN THE HANDS OF BIG TECH

At the base of the discourse around generative artificial intelligence is a question of power. Generative AI models are products of cultural and political contexts, a context that is embedded in everything from the decision to develop the model, the choice of training data, the tuning of models, and the given purposes for deployment. As such, the already powerful can potentially entrench existing power structures through the technology, while the disenfranchised will remain so unless there is outside intervention. This becomes apparent when a generative AI model generates biased or discriminatory content, but also manifests in aspects such as content moderation practices and in who has access to the systems.

As generative AI models are often trained on data collected from any available sources, some actors are raising questions about whether private companies should be allowed to use the collective knowledge of humanity to turn a profit. The vast amount of information that can be found openly available online can be described as a ‘digital commons’, as it is a body of resources where practically everyone is a contributor, from individual pieces of data to the public infrastructure of the internet. If the digital commons are siphoned to develop and train proprietary models, this raises ethical concerns about how value generated on the basis of these common resources should be distributed. These concerns extend to data governance issues regarding who should control how data is used, such as if a tech company wants to commercialize AI models trained on indigenous languages.

The question of who controls the development and training of generative AI models and how they are used is of fundamental importance. Those who control the technology have significant potential to create dependencies, set the terms of use, and decide who has access. This entrenchment of power creates overarching concerns about leading tech companies becoming gatekeepers that can exclude rivals and otherwise abuse their increasingly dominant market positions.
open source models may lower the barrier of entry for certain types of generative AI, such models are still largely dependent on a foundational model that has been developed by actors with access to significant computing resources and training data.

This means that already dominant technology companies such as Microsoft, Google, and Meta, are well positioned to seize the market for generative AIs. With proprietary closed model, the system owner has control over who can access the technology, what it costs, its features, and how it may be used. This may in turn affect academia, attracting what could have been independent researchers to work within the closed domains of big technology companies, where they have access to state-of-the-art technology in the field. Overall, this means that the tech giants can further leverage their dominant positions across different online markets in the field of generative AI.

With only a few generative AI models available on the market, these models are integrated into a variety of services, providing the model owners with significant power. Models can be patched or otherwise modified, functionality can be added or removed, and content can be banned, filtered, or otherwise restricted. If the system owner sets the terms for how its technology may or may not be used, end users or third-party companies integrating the model are at the mercy of the owner.

Some competition concerns may be somewhat alleviated in the case of open source generative AI models, which are not necessarily beholden to the business model, objectives, or whims of a model’s original creator. However, even in such cases, many companies do not have the means to compete with big tech firms in offering generative AI solutions to consumers. Large companies benefit significantly from network effects, as more users mean more data, which leads to better services. In cases where models are further trained on consumer interactions or feedback, the companies can further improve and fine-tune the models at a rate that is unattainable for smaller competitors.

Dominant actors can further entrench their power by integrating generative AI into their own services that are already used by millions across the world. For example, by rolling out its chatbot Bard as part of its search engine, Google already has a massive global user base that can be leveraged to boost the adoption of the chatbot. Similarly, as Microsoft implements ChatGPT-based models into its Office suite of applications, the company already has a user base that competitors can only dream of.

Companies can also leverage their market position by making the usage of a generative AI model dependent on using a different service from the same company, by “bundling” services together. For example, to have access to Microsoft’s Bing chatbot functionality, consumers must use Microsoft’s Edge browser.

The integration of generative AI models into services such as search engines can also significantly limit consumer choice. For example, in a regular online search engine, the consumer is presented with numerous search results that they may choose between. If the search engine is replaced by a text generator that provides a single answer to any query, this potentially limits the information available. If similar models are used for online shopping, this creates new avenues for platforms to self-preference products, by ensuring that the platform’s preferred product is the only or the primarily suggested purchase. If the consumer queries “what is the best coffee machine for to suit my needs?”, it will be necessary to monitor and control how a chatbot or “shopping assistant” lands at a particular result or recommendation.

2.1 Structural challenges of generative AI

“Those who control the technology have significant potential to create dependencies, set the terms of use, and decide who has access.”

2.1.3.1 Walled gardens and its downstream effects

In order to maximize consumer engagement, many digital service providers have a financial incentive to keep consumers on their platforms as long as possible. This goal can be attained by integrating and bundling as many services into the platform as possible, while creating barriers such as not providing service interoperability to disincentivize consumers to leave the platform. Platforms and services designed to keep the consumer from leaving are called ‘walled gardens’.

The integration of generative artificial intelligence into various platforms already seems to facilitate a walled...
garden approach that may have serious anticompetitive effects on both direct competitors to the large online platforms, and across markets.

Snapchat is for instance introducing recommendations for restaurants or recipes in its AI-chatbot, which would reduce consumers’ need to access other services, such as traditional search engines, for these kinds of queries. This is likely a sign of things to come, as major platforms are slated to integrate generative AI models into their services. As companies compete to develop “killer apps”, services that integrate as many functions and purposes as possible, these problems are set to exacerbate. Newcomers may find it increasingly difficult to provide stand-alone services to consumers, as they have fewer reasons to exit their applications. This would serve to concentrate power with already established actors, effectively harming the consumer market.

The integration of generative AI into search engines is sparking major concerns for publishers and advertisers, since such integration can effectively create walled gardens. With traditional search engines, the consumer could search for a topic and be presented with a list of links to websites that contain information about the topic. The consumer will then click on one or more of the links and be redirected to a website. Consequently, the website owner generates revenue by displaying ads to the consumer.

This dynamic may change with the introduction of generative AI. Google is for example experimenting with introducing generated, summarized content in its search engine, which fills up the first page on a smaller screen (such as a phone). In short, if consumers can simply ask a chatbot about a subject and receive answers in the same interface, the incentive to visit a third-party website is reduced. If the consumer does not visit the third-party website, the originator of the content cannot monetize the content by displaying ads.

A lack of traffic poses a problem to publishers, whose content may be scraped to display information in through the chatbot interface, but who may struggle to monetize the content. This can therefore have downstream effects by reducing the incentive to produce quality content, potentially leading to content-production becoming automatized as parts of cost-cutting measures. It is also well-established that power concentration among a few actors is seldomly beneficial to healthy consumers markets.

2.1.3.2 Data colonialism
If generative AI models are trained on data sets that were indiscriminately scraped from the internet (digital commons), this may also entail large amounts of data from indigenous and other minority groups. The information can then be repackaged and used in new ways, for example to sell technology or services based on the data back to the groups from whom the data originated. The process by which organizations and corporations claim ownership over data produced or harvested from people is called ‘data colonialism’. The concept of data colonialism is highly relevant when discussing the operations of generative AI models.

For example, indigenous communities in New Zealand have expressed concerns regarding the development of large language models being trained on hundreds of hours of Māori indigenous language. Community leaders and researchers fear that “If Indigenous peoples don’t have sovereignty of their own data, they will simply be re-colonized in this information society”.

The language harvested without consent can be distorted and lead to abuse and deprive communities of their rights. According to indigenous communities, it is not for Big Tech to play with such heritage.

2.1.4 OPAQUE SYSTEMS AND LACK OF ACCOUNTABILITY
Models such as large language models are generally very technologically complex, but they are not impossible to understand or explain. There are fundamental scientific principles relating to transparency, peer review and rigorous quality control that apply in fields such as the pharmaceutical and aviation industries, which should also apply to developers of AI models. Information about how training data is collected, how the data is labelled, how testing is performed, what decisions are made regarding content moderation, and the environmental and social impacts of the models are just a few areas where transparency is necessary to ensure that risks are mitigated and that claims about the technology are accurate.

---

48 Hypothetical AI system that demonstrates human-level intelligence and autonomy. Does not currently exist.
There are fundamental scientific principles relating to transparency, peer review and rigorous quality control that apply in fields such as the pharmaceutical and aviation industries, which should also apply to developers of AI models.

2.1.4.1 Opaque systems reduce accountability

Unfortunately, there are already tendencies from certain AI developers to close off their systems from external scrutiny. For example, Google has committed to a policy change where the company will only share papers after their research has been turned into products.\textsuperscript{52} Microsoft researchers have made grand claims about its own AI systems show signs of artificial general intelligence,\textsuperscript{46} while not providing researchers with access to the model in order to verify or dispute the claims.\textsuperscript{53} Finally, ChatGPT owner OpenAI has claimed that the company’s AI systems, including what training data is used, how the model works, etc., should not be open for external review because giving others access would pose a competition and safety risk.\textsuperscript{54}

While the lack of transparency is an issue that appears across the spectrum of the software industry, OpenAI’s own description of the risks of their products tend to border on existential, with its CEO Sam Altman stating that the company is “scared” by the potential harms that may stem from its own systems.\textsuperscript{55} Such claims as a pretence for closing down generative AI systems for external auditing and review are worrying tendencies that can mask a number of downstream effects, and which pose enforcement agencies and researchers major challenges.

Researchers at Princeton University have claimed that OpenAI might be misrepresenting the capabilities of their systems, but this is impossible to prove due to the system being closed to external scrutiny.\textsuperscript{56} The researchers warn that this also significantly hinders attempts at reproducibility of any claims made by the company.\textsuperscript{57}

2.1.4.2 Trade agreements as barriers to transparency

While companies themselves are attempting to close off their systems from external scrutiny, lawmakers may be increasingly limited from requiring transparency by trade agreements. Internal documents from the EU Commission show that digital trade agreements between the EU and US limit European lawmakers’ ability to require third-party access to the source code of AI.\textsuperscript{58} Closed-door negotiations affecting lawmakers’ ability to create a well-balanced and consumer-friendly market are highly problematic. This bars civil society and other stakeholders from providing important input and appears at odds with crucial democratic principles.

2.1.4.3 Actor chain transparency

The lack of transparency also becomes problematic when service providers implement third-party generative AI models into their services. This may increase the risk of errors or unexpected behaviour from the model.\textsuperscript{59} The developer of the baseline model does not necessarily see or understand the downstream contexts in which the model is used, while the service provider or other downstream developers do not sufficiently understand the limitations of the model.

If the service provider is not privy to the data sets used to train the models, or to how the model actually works, the service provider will not be able to give the consumer an explanation about why a certain output was generated. As supply chains for generative AI systems may be complex, with one actor collecting and labelling data sets, while it can be other actors developing the algorithms, training the model, or integrating it into services, it becomes difficult to attribute liability and accountability to the right entity. For the consumer, this may have a negative impact on the right to an explanation, as well as contestability and general transparency obligations.

For example, the retail bank, payments, and shopping service Klarna has announced a collaboration with OpenAI, with plans to integrate ChatGPT into its services to provide a “highly personalized and intuitive shopping experience by providing curated recommendations”.\textsuperscript{60} If this system provides flawed recommendations for products, or ranks products in a skewed way, it will be essential that consumers, not to mention enforcement agencies, are able to access and assess data on how the recommendation system affects the consumer. This becomes impossible if OpenAI as a third-party service provider does not provide external actors the necessary information about the AI system. Without such information, it is entirely plausible that the services and products should not be on the market at all.
2.1.4.4 Opaque systems exacerbate consumer harms and hinder consumer rights

The general lack of transparency in some generative AI systems may have significant effects on consumers. As generative AI systems are being adopted by consumers for various use cases, the potential for harms rises, as elaborated in other sections below. For example, many text generators are prone to providing false or inaccurate information. This may have direct effects on consumers, for example if a chatbot provides bad financial advice.

The often-complicated actor chains behind a consumer facing generative AI system may also make it exceedingly difficult for consumers to get in touch with the responsible entity in case something goes wrong. This could also be problematic when it comes to claims for compensation.

Without a certain transparency into how the system works, such as limitations on the system's intended use, alongside disclosures about possible inaccuracies, the potential for harm becomes larger. The other harms that are covered in the following subsections of this report are exacerbated when consumers are kept in the dark of the systems' potential for harms and harmful uses.

It is important that companies provide transparent systems and application to consumers. However, the power asymmetry between companies and consumers in digital environments,\(^\text{57}\) means that any transparency measures directed at consumers to reduce harms must be implemented in addition to other measures, rather than as a stand-alone measure. The responsibility of ensuring fair and legitimate use of generative AI must be on the companies, and never shifted onto consumers through transparency measures.

2.1.4.5 The limits and restrictions of corporate AI ethics

Ethical and legal considerations play a fundamental role to ensure that models are developed, trained, deployed, and used in a responsible way, from the development stage and throughout the lifecycle of the model. As ethical norms and values differ significantly depending on cultural contexts, it is also worth noting that the decision of which ethical standards to consider and apply is a political choice. Similarly, legal frameworks are not universal, which may prove a serious hurdle as generative AI models are rolled out on a global scale.

While many companies working on generative AI models have employed AI ethics teams to help define guardrails and red lines for AI development, there are doubts about how effective this has been in cases where ethical concerns conflict with the company’s profit motives.

Famously, Google fired members of its AI ethics team after researchers from the team published the paper *On the Dangers of Stochastic Parrots: Can Language Models Be Too Big?*.\(^\text{58}\) The paper posed critical questions about how large such models should be, alongside critical evaluations of inherent biases and the environmental impact of the models. After refusing to retract the paper, the researchers were asked to resign from the company.\(^\text{59}\)

Amongst the tech company layoffs in 2022/2023, AI ethics or ‘responsible AI’ teams at companies including Google, Twitter, Microsoft, and Meta were also laid off. This raises concerns about whether ethical concerns are ignored or heavily down prioritized by companies competing in a generative AI gold rush.\(^\text{59}\)

Some companies are calling for regulation of generative AI, notably OpenAI,\(^\text{58}\) seemingly wishing to abide by lawmakers’ requirements. At the same time, OpenAI has threatened to leave the EU if the provisions of the new AI Act are too strict.\(^\text{60}\) This indicates a desire from companies to shape regulations in accordance with their own profit motives.

“As ethical norms and values differ significantly depending on cultural contexts, it is also worth noting that the decision of which ethical standards to consider and apply is a political choice.”
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Generative artificial intelligence models have the capability to generate synthetic content that closely resembles real content, including dialogue, voices, photographs, and video. Studies have shown that text generators that simulate human dialogue can influence people’s feelings, dispositions, and opinions.\(^{52}\) As generative AI models become more powerful, the potential for manipulation becomes greater.

Low quality content can also mislead or manipulate, both on purpose and because of low quality data and models. If a generative AI model produces inaccurate or false information, this can have harmful consequences for consumers. If such models are deployed and used maliciously, this may lead to consumers being tricked, misled, or otherwise manipulated.

2.2.1 MISTAKES AND INACCURATE OUTPUT

Generative AI models are complex systems trained on vast amounts of material, which may give an impression of infallibility. However, as the models do not “understand” context and the content it produces, they have a tendency to produce content that looks convincing and correct but is factually incorrect. This particularly applies to text generators.

For example, ChatGPT can produce text that looks very convincing and fact-based but contains factual errors or fallacies.\(^{63}\) This has led critics to call the system a “confident bullshitter”.\(^{64}\) Similarly, Google employees have labelled the company’s own text generator Bard a “pathological liar”.\(^{65}\) It can be difficult for the person prompting the system to notice or reveal these errors if they are not already familiar with the facts of the relevant subject. Some systems, such as Bing, cites sources for the generated information, apparently to alleviate some of these issues. However, the models have been prone to “make up” non-existing sources, either through presenting sources that do not in fact exist or presenting sources that do contain the relevant content to support the generated content.\(^{66}\)

Mistakes and inaccuracies are exacerbated as generative AI models are plugged into the workstream in different areas. Amidst sinking revenue, soon after the widespread adoption of ChatGPT, publishers were quick to announce that they would start using the model for content production.\(^{67}\) However, when the news site Cnet used a text generator to generate journalistic content, it was soon discovered that the published output was riddled with factual errors.\(^{68}\) There are also concerns that the use of generative AI models as a replacement for traditional internet search engines will make it significantly harder to identify inaccurate or incorrect information, while also having negative effects on information literacy.\(^{69}\)

As large language models become increasingly sophisticated, they can adopt more authoritative and convincing syntax. Combined with adjustments of answers to increase persuasiveness and engagement, it becomes more difficult to detect mistakes. While factual errors may be ironed out through technological advancements, this may also make it harder to know when information is incorrect. For example, if a LLM provided sophisticated and accurate answers 99 times, it becomes harder for the end user to know that it was inaccurate or completely wrong the 100th time.

Inaccurately generated information could have harmful consequences, both as standalone models and when the generative AI is embedded in other systems. For
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example, if an AI-powered chatbot is used by a consumer to solicit medical advice, and the advice is wrong, this could lead to real life harm. Similarly, text generators are reportedly being used by consumers for mental health purposes, which may also have serious consequences, also because the models do not follow any ethical or legal guidelines or rules. Finally, text generators that are used to find information about consumer rights may end up providing false information that end up rendering the consumer unaware of or unable to exercise their legal rights.

In March 2023, the Portuguese government announced that it would use an adapted version of ChatGPT to provide legal advice to citizens. Although the model is only meant to provide general advice in certain areas, and will not replace decision makers, it should be expected that end users are conditioned to trust the output of the model regardless of its actual factual accuracy. When such models are used by public institutions, the additional veneer of legitimacy may make errors even harder to detect. This is also a context where mistakes will adversely affect people in a vulnerable situation, whose reason for accessing the information is their need for legal advice. Such vulnerability may also enhance other risks, such as the risk of being misled.

If organizations within the press or in the public sector begin deploying and relying on generative AI models, the production of false, misleading, or inaccurate information can become a significant trust issue. For example, if a government-promoted service gives citizens bad legal advice, this has a risk of eroding trust in public institutions. Similarly, a newspaper using a text generator to produce articles containing false information undermines readers’ faith in the veracity of all information the paper publishes, perhaps even the press more broadly.

2.2.2 THE PERSONIFICATION OF AI MODELS

Many consumers are already becoming used to interacting with generative AI models. Such models are often designed to emulate human speech patterns, behaviours, and emotions. This creates significant potential for manipulation and deception, which may exploit and undermine cognitive freedoms.

Large language models such as LaMDA or ChatGPT are trained on enormous amounts of text gathered from the internet, which means that they have huge repositories of data to draw predictions from. This also means that the models are able to simulate human patterns in the texts that are generated – after all, they may have been trained on a vast number of conversations between real people. The exhibition of human-like behaviour, emotions and traits are not inherent to generative AI models, these are attributes that developers can choose to include or not. For example, the use of casual conversational language and emojis may be a way to ease consumers into interacting with a chatbot, but can also be exploited to make consumers feel guilty about not taking certain actions, manipulate them into paying for a service, etc.

There are fundamental issues with releasing generative AI models to the public without placing restrictions on its abilities to emulate human behaviour. If the model generates content that simulates human emotion, this is inherently manipulative.
“There are fundamental issues with releasing generative AI models to the public without placing restrictions on its abilities to emulate human behaviour. If the model generates content that simulates human emotion, this is inherently manipulative.”

As humans, our cognitive biases make us assign human traits and abilities to animals or objects that exhibit some signs of humanity, such as facial expressions, behavioural patterns, or apparent personality traits. This is a recurring phenomenon for people interacting with generative AI models, particularly text generators. Humans ascribe communicative intent when on the receiving end of oral or written natural language, regardless of whether the contributor has such intent. This can occur even when one is factually aware that the model does not actually have human attributes.74

Misunderstandings about the capabilities of generative AI models are also influenced by deliberate marketing strategies from the companies developing the models,75 and by using vague or misleading language to describe what the model does.76 Finally, features of ‘human-like’ behaviour, such as on using emojis in conversation or generating text in the first-person, can also serve to increase consumers attributing human traits to the models.77

In 2022, a Google engineer erroneously claimed publicly that the LaMDA chatbot had become sentient, i.e., capable of feeling human emotions.78 In 2023, beta testers of Bing’s search engine implementation of ChatGPT were shocked to see the model respond to queries with apparently unhinged and mentally unstable rants.79 Both cases were followed by discussions about whether the models may have become sufficiently advanced to resemble human intelligence.

Such discussions, where human emotions and motives are assigned to a generative AI model, reveals a fundamental misunderstanding of how this technology works.

In reality, generative AI models are not sentient, and do not have feelings or desires. Generative AI models are predictive algorithmic systems that can statistically predict how pieces of data fit together. This can be exemplified by predictive text models that are standard on most smartphones, where the model is trained to predict or guess the next word in a sequence of words – for example, the model may predict based on its training that the next word in the sentence “I love…” is likely to be “you”, or “coffee”, or “the rain”. A more sophisticated model may be able to more accurately guess that because the sentence is part of a conversation about Italian cuisine, “pasta” is the most likely next word in the sentence. As described by Bender et al., “[a language model] is a system for haphazardly stitching together
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sequences of linguistic forms it has observed in its vast training data, according to probabilistic information about how they combine, but without any reference to meaning: a stochastic parrot.82

A recent study has shown that humans are unable to distinguish between human-generated and AI-generated text. According to the study, human beings are not equipped to accurately recognize AI-generated language, and test subjects were prone to labelling AI-generated text as human at a higher rate than actual human-generated text. This can be exploited to manipulate or deceive people by employing text generators masquerading as human beings. As people may tend to trust humans more than a chatbot, advanced language models may be suited to deceive consumers into giving up personal information, spend money, or perform certain actions.

Manipulation may happen due to the end user not knowing that they are in fact interacting with a machine, but even if this is made clear and obvious, anthropomorphized generative AI models can still be effective tools for manipulation. This can also occur in cases where the “human-like” behaviour is a main feature of the model, such as AI-based assistants or emerging AI romantic companions.

For example, the application Replika uses generative AI to simulate a partner, often with emphasis on romantic or erotic conversation. The AI model “remembers” conversations, simulates feelings by professing love for the consumer, and appears to be sad if the person rarely uses the service. There are many microtransactions in the app, which can be purchased to unlock features such as new personalities, “Selfies” (receive exclusive selfies from Replika), and even a virtual marriage. All these features add up to a highly manipulative experience where the consumers are subjected to AI-generated commercial and emotional pressure.

In February 2023, the Italian Data Protection Authority found that Replika was collecting personal data from children without a legal basis, and that the company was in breach of the General Data Protection Regulation (GDPR). As a response, Replika added significant restrictions in features of the app, where features were diminished or entirely removed. Reportedly, the ‘companion’ would no longer ‘remember’ past conversations and would refuse to talk about various subjects. As a result, people who were simulating romantic partnership with the AI companion were left heartbroken and bereft.83 In this case, even though Replika never pretended that the app was anything more than an AI system, consumers nevertheless formed genuine bonds with it, leading to significant negative psychological impact once the developer changed how the system worked.

The social media platform Snapchat has also introduced an AI companion called ‘My AI’.84 It was initially introduced as a premium service, but within few months the chatbot was rolled out to all users, along with a message alerting consumers about this new feature. Soon after launch, ‘My AI’ was subject to significant criticism for its lack of guardrails. For example, the model cheerily offered advice to a researcher posing as a 13-year-old girl that asked about having sex with a 31-year-old partner, while a journalist posing as a minor received advice about how to mask the smell of alcohol and marijuana.

In addition to the safety issues that such cases may pose, it is generally morally and legally dubious to roll out experimental AI-driven features in an app used by many minors. There are also potentially significant risks posed by giving people, particularly children, artificial “friends as a service” that they must pay a subscription to keep talking to, or that could be placed behind a paywall at a later time. The risks of children interacting with a machine that they believe to be human may include developing unhealthy emotional dependencies, manipulation, and the extraction of data.85 This can be exploited by companies for profit, for example through advertising or otherwise sponsored content.

2.2.3 DEEFAKES AND DISINFORMATION

As generative AI models keep getting increasingly powerful, it becomes easier to use them to create realistic synthetic images, text, or voice recordings that can be mistaken for real content. It can help lower the threshold for producing deliberately misleading content (disinformation), or for creating fake images or voice clips of real people in compromising situations, or for imitating real people (deepfakes).

A 2022 Europol report estimates that by 2026, about 90% of online content may be AI generated.86 As the volume of synthetic content grows, it becomes difficult to trust one’s own eyes and ears. The long-term effects of this can be devastating for trust in institutions
and each other. The proliferation of deep-faked content can lead to significant erosion of trust, as people will not be able to know whether an image, text, sound, or video is real or synthetic. Even if the content was not originally generated to spread disinformation, the nature of the internet means that context and disclaimers are quickly stripped away as content is shared across platforms.89

As synthetic content proliferates, this may also provide plausible deniability in the case of authentic content. For example, if a whistle-blower leaks information exposing corruption, the accused individual or institution may plausibly claim that the leaked material is fake.

President Donald Trump crying in front of the White House, Midjourney.

A sub-category of deepfakes that can have a particularly devastating effect on victims, is deepfake pornography. According to a study by the company Sensity, 96% of deepfake images are sexually explicit pictures of women who did not consent to the image generation.90 As described above, open source models such as Stable Diffusion makes it possible for anyone to train models, which means that people can be deepfaked even if they are not a public person with many available images already part of the training data.

While the generative AI models can be used to intentionally produce and spread disinformation, the employment of inaccurate generative AI models in consumer facing products can also accidentally lead to the spread of falsehoods. As discussed more in-depth in chapter 2.2.1, prominent text generators are prone to producing very convincing, false information, as well as referencing sources that do not back up its claims.91

As more advanced generative AI models become increasingly efficient at generating text that seems credible, this may lead to disinformation becoming more difficult to detect. A study from March 2023 found that ChatGPT4 is more likely than its predecessor to generate misinformation when prompted, including false narratives concerning vaccines, conspiracy theories, and propaganda.92 This could make the technology an efficient tool for rapidly producing convincing text that can be disseminated with potentially harmful effects. Discussions on how deepfakes and disinformation will play out in elections and the democratic process is increasing in intensity as well.93
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2.2.4 DETECTING AI-GENERATED CONTENT

One suggested solution to the deluge of synthetic content, is to ‘watermark’ or otherwise clearly label that a piece of content was generated using a generative AI model. This can be done either by adding a visual label that indicates that an image or video is AI-generated, through imperceptible watermarks such as single pixels, or by adding information to the metadata that can be used to show the origins of the content. For example, Google is implementing a feature to automatically label AI-generated content in the metadata of pictures, and add context to where the image originated.

While watermarking can be useful to quickly identify that an image or video is not authentic, there are significant limitations to this approach. A watermarking system only works as long as the system developer and/or the person using the model chooses to abide by the watermarking standards. Closed source image generators such as DALL-E and Midjourney may choose to add mandatory watermarks to the metadata of all generated pictures, but this can be circumvented for example by taking a screenshot and sharing the screenshot instead of the original image. Visual watermarks, such as the ones used by DALL-E, can be cropped out of the picture, unless the watermark is so obtrusive that it significantly detracts from the image quality. Imperceptible watermarks such as individual pixels can be removed by slightly changing the colour grading of the image.

For open source models such as Stable Diffusion, attempts at adding watermarks to generated images can be removed from the model by anyone who wants to deliberately pass off synthetic content as real. This can be addressed if a significant part of the training data for the model is watermarked, but even if this was the case, the watermarking could be circumvented as described above.

In addition to issues of misinformation, inaccuracies and authenticity relating to generating images, there are significant questions about how to detect plagiarism, for example when students use text generators in academic settings. ChatGPT has been widely used to generate essays and answer other school assignments, raising alarms about cheating and negative effects on learning.

Watermarking of text is more complex than for images and videos, as any text copied from a text generator does not have any metadata to append watermarks to.

“The proliferation of deepfaked content can lead to significant erosion of trust, as people will not be able to know whether an image, text, sound, or video is real or synthetic.”

There are ongoing efforts to create textual ‘signatures’ to text generated by ChatGPT, but this may be circumvented by making changes to the text or by feeding the text through another text generator.

Systems that are supposed to detect and flag whether a text was written by a text generator or a human have been notoriously inaccurate, and are not a scalable solution as all text needs to be fed into the detector system. For example, OpenAI have released a generative AI model with the purpose of detecting whether a text has been written by ChatGPT, but this model only had a 26% accuracy rate. Detecting whether something was generated by a generative AI model requires more technically complex solutions than generating new content, which means that the detection systems will seemingly always be lagging behind in this arms race.

This leads to questions about what recourse a person has in a case where an AI model falsely accuses them of plagiarism. Identifying false flags may also be complex task, which means that a teacher using a system to detect plagiarism may not be able to accurately do so. If the end user of the flagging system (for example a teacher) cannot successfully determine that a text or image was falsely flagged as plagiarism, this puts the student in a difficult position, at it is virtually impossible to prove that ChatGPT did in fact not write your essay.

Similarly, if people are flagged as cheaters, untrustworthy, or simply as ‘non-human’, they may experience significant negative effects with few means to recourse. For example, if a platform has a flagging system in place to identify and remove content that appears to be AI-generated, these systems may erroneously flag content, leading to consequences to the consumer that has content removed.

Summed up, watermarking and detection tools are technological solutions that might work in certain limited settings, such as demonstrating that a photograph originated from a real photographer or from an image genera-
tor, for example in advertising or when used by media or public institutions. It can be a useful tool to quickly determine that a picture is actually from Getty Images or from DALL-E, which may alleviate some harms related to accidental spread of misinformation.

However, a belief that watermarking will solve the information crisis is at its core a technological solutionist approach. Even if it was technically possible to accurately watermark all AI-generated content, the deluge of synthetic content and disinformation is not solvable by adding another technical layer, particularly if content is deliberately meant to mislead. The lack of trust in the media and public institutions is not solely a matter of not being able to tell synthetic from authentic content. Furthermore, it is unreasonable to expect people to scan every piece of media they see online to detect whether it is synthetic.

Since there is no technological quick fix, it is crucial to look at other solutions, such as robust media literacy and trusted media institutions. This should also be given considerable attention by media- and social sciences researchers, who can provide policy makers and others with sustainable, long-term solutions.

2.2.5 GENERATIVE ARTIFICIAL INTELLIGENCE IN ADVERTISING

The promise of generative AI models has also reached the advertising industry. The technology is already being used to generate ad copy, creating synthetic stock photos and models, and as part of marketing stunts. These use cases may reduce labour in the advertising sector but can also have adverse effects on consumers, particularly by making it easier and more efficient to manipulate people through creating personalized and/or conversational advertising.

The introduction of publicly available generative AI has been largely ad-free, but this is poised to change. In March 2023, Microsoft announced that it would be rolling out paid ads in the Bing chatbot. In May, Google announced that it would integrate advertising in their generative AI products. If consumers depend on text generators such as Bing to provide accurate and factual information, the placement of advertising in the answers it provides may be misleading. The potential for behavioural manipulation when interacting with a large language model may enable more effective advertising at the cost of consumer agency.

“A belief that watermarking will solve the information crisis is at its core a technological solutionist approach.”

Implementing generative AI models may also exacerbate several problematic issues related to surveillance-based advertising, such as discrimination, fraud, and privacy violations, by making it easier to generate tailored ads to particular groups or categories of people, which may in turn make it easier to convince someone to purchase a product or believe a statement. This feature would accelerate and facilitate companies’ ability to target the content of ads automatically, rather than just the ads themselves. Combined with A/B-testing, this could increase the manipulative character of surveillance-based advertising.

2.2.5.1 Using chatbots to collect personal data

There are rising concerns about generative AI in chatbots and their ability to trick consumers into sharing personal data, which may be repurposed to serve targeted advertising or to manipulate consumers into purchasing products or services. While this challenge echoes a broader debate about the repurposing of personal data for business gains, the manipulative aspects of generative AI models pretending to be humans, as mentioned above, could exacerbate the problems. This is especially relevant in the case of vulnerable groups such as children or lonely people, who may be more likely to share sensitive information about themselves in conversation with the generative AI.

For instance, chat applications like Replika and Snap-chat’s My AI, both of which were discussed in chapter 2.2.2 on personification of AI models, explicitly invite end users to share information about themselves. Similarly, generative AI models used to embed search in various applications may be used to collect and store query data, such as whether the person querying the model is currently interested in local restaurants or shoes, depending on the query. Personal data is the basis for massive business models, and these text generators can improve businesses’ ability to obtain highly relevant consumer information.
2.3 Bias, discrimination, and content moderation

As with other forms of artificial intelligence, generative AI models may contain, perpetuate, or create new biases. Models that are trained on vast amounts of information taken from the internet will inherit the biases of its training data. As such, the models may generate content that reproduces negative or unwanted tendencies. This has led to many service-providers adding content filters to moderate what is possible to generate, and to flag problematic content in the training data of the models.

2.3.1 BIAS IN TRAINING DATA

As mentioned above, generative AI models can generate synthetic content that resembles human-created content because they have been trained on large data sets of existing content. This means that the content in the data sets is of crucial importance. There are several steps to creating and curating a training data set for generative AI models, ranging from scraping data online, selection and labelling, to content moderation. Without careful vetting, labelling, and cleaning of the training data, data sets scraped from the internet can lead to serious downstream effects.

For example, the image generator Stable Diffusion is trained on an open source data set from the German non-profit organization LAION.10 The LAION data sets do not contain any actual images but is rather a set of URLs that point to images from across the web. LAION has received criticism for a lack of accountability and for insufficient curation of content (such as excluding harmful or potentially illegal material), for example when it was found to include URLs pointing at confidential medical information in its data sets.11

As generative AI models are trained on historical data, discriminatory factors in the data sets can be reinforced by being reproduced in the text, images or sound that is generated. Furthermore, such models can only be trained on recorded data, which means that phenomena or events that are not (or cannot be) recorded and quantified as data cannot be recognized by the model. As such, generative AI models are predisposed to encoded biases that amplify or entrench existing injustices and power structures.11

Generative AI models are primarily trained on images and text scraped from the internet, which means there is selection bias already at the training stage. Population segments and groups that lack internet access, for example indigenous groups, will likely be underrepresented in the training data, which can have downstream discriminatory effects. Furthermore, if online communities where certain population groups are overrepresented are prominent in the training data, this may contribute to a feedback loop that continuously lessens the impact of data from historically underrepresented populations.112

Training data collected from the internet tend to include pornographic, racist, and stereotypical content. If the data sets are not curated and cleaned, these factors may become embedded in the model. For example, image generators tend to sexualize women, particularly women of colour, at a much higher rate than men.113 Similarly, prompts such as “African workers” tend to generate pictures of manual labourer, while “European workers” results in pictures of white-collar jobs.114

A Washington Post investigation found that Google’s C4 data set, which is used as training data for both Google and Meta’s large language models, included massive amounts of text scraped from the open web, including Wikipedia, Reddit and a large amount of other discussion forums, news publishers, government websites, and much more.115 This means that any generative AI model trained on this set will “learn” from content that may contain everything from hate speech to advertising, which may have an impact on the text it is able to generate. If, for example, data is scraped from an internet forum that contains a lot of racist or otherwise toxic content, any models trained on the data set run the risk of recreating similar material.

“The selection and labelling of training data is not neutral. Certain groups of people may be overrepresented in the data, while how the company chooses to label images may reflect biases.”
The selection and labelling of training data is not neutral. Certain groups of people may be overrepresented in the data, while how the company chooses to label images may reflect biases. For example, a developer might choose how many categories of ethnicities and/or genders to include in training data labels or could choose not to include these attributes as labels at all. If models are trained on other AI generated content, this runs the risk of further reinforcing biases. As a result, there may be feedback loops where each training session strengthens a biased or discriminatory sequence of data.

Many AI models have issues with recognizing and labelling images of non-white people, likely partially because of the models on data sets where white people are overrepresented. Both Google\textsuperscript{116} and Meta\textsuperscript{117} have been under fire after their image-recognition algorithms labelled darker-skinned people as gorillas or primates. Language processing models such as BERT has also been shown to connect disabled persons with words of a more negative sentiment.\textsuperscript{118}

### 2.3.1 Discriminatory outcomes

Biased or discriminatory outcomes from the use of generative AI models is not only a problem related to training data. There are human and systemic biases that can be embedded or strengthened from how companies and people choose to use or not use the models.\textsuperscript{119} For example, if the use of text generators becomes a requirement for various jobs, this may indirectly exclude less technically proficient groups of people.

When AI models are implemented in an attempt to solve complex issues, there is a real risk that more effective solutions, which may be more costly and/or complicated, are down prioritized, as discussed more in-depth in chapter 2.1.2. For example, the World Health Organization has warned that the use of AI models in healthcare may have negative effects on older people, unless certain issues are addressed.\textsuperscript{120} Concerns include that AI models may be trained on data that contain ageist stereotypes, and that older people are often underrepresented in training data. This may help perpetuate ageism and undermine the quality of health and social care for older populations.

### 2.3.2 CONTENT MODERATION

When trained on large enough data sets, there are few limits on what material a generative AI model may produce. As noted above, many such models can be used to generate illegal, discriminatory, and otherwise unacceptable synthetic content, since they are trained on data sets that may include a variety of dubious content. In an attempt to alleviate these issues, many generative AI models have content moderation in place to filter out and flag certain content, or otherwise introduce limits to how the technology can be used. While content filters can be used to limit the generation of certain types of content, this is an approach with numerous shortcomings.

First of all, content moderation gives the system owner significant power to decide what material is harmful and what is permitted, unless this is clearly defined by lawmakers. For example, OpenAI has come under fire with claims that ChatGPT restricts certain points of view, by refusing to generate text about certain politicized topics. This can lead to abuses of power that may have significant downstream consequences, as private companies increase their ability to decide what is deemed acceptable content.

As with content moderation practices on social media platforms, content filters on generative AI models runs the risk of over-moderation, where innocuous or important content is filtered out or banned. This can happen both by accident or by design. For example, the image generator Midjourney began filtering out scientific anatomical terms to clamp down on end users generating pornographic content.\textsuperscript{121} The company also added content filters to prevent consumers from generating images of Xi Jinping in order to avoid being blocked in China, and ended up discontinuing its free trial version after a Midjourney-generated pictures of Donald Trump being arrested went viral. The company does not disclose publicly what words or prompts are banned from the platform, to “minimize drama”.\textsuperscript{122}

There are also technical limitations on what content filters can do. Wherever content filters are used to restrict generative AI models, there are attempts to bypass or jailbreak the models. People have discovered different prompts that may be used to generate banned content, for example by instructing the model to simulate characters that are allowed to bypass the content filter.\textsuperscript{123} This arms race is likely to lead to more over-moderation, as companies rush to close any perceived loopholes.

Content moderation of generative AI models may also create or enforce discriminatory practices. As an example, words referring to LGBTQI+ communities or other
2.4 Privacy and data protection

The right to privacy is one of the core values of democratic societies. Privacy encompasses many different aspects, such as privacy of correspondence with others, privacy of identity and thoughts, and privacy of data and information about oneself. Data protection is a substantial and important part of privacy, especially in the context of online services, but privacy covers a much broader range of individual protections.

Personal data has long been coveted as highly valuable for businesses and may be used to target advertising to individuals and groups, to measure engagement or to improve companies’ services, among other purposes. When generative AI models are trained on material scraped from the internet, the training data usually contains a large amount of personal data. As generative AI is developed and deployed, these issues related to data protection and personal data can lead to substantial privacy harms.

2.4.1 PRIVACY CHALLENGES RELATED TO DATA SETS USED FOR MODEL TRAINING

Image generators are usually trained on huge datasets that include images of real people. These images can, for example, be taken from social media and search engines, without a lawful legal basis or knowledge by the people in the pictures. Similarly, text generators are trained on datasets that could include personal data about individuals, or conversations between individuals.
If a generative AI model is trained on personal data that was taken out of context, this may violate the contextual integrity of individual consumers. When a person uploads a photo of themselves online, for example on social media, they could not foresee that this would be used to train an AI model. The individual was never informed this would happen, never consented to such use of their likeness and will likely not be aware that their privacy and personal data rights were violated.

As the public awareness grows about how generative AI models are trained, the use of personal data for training may create chilling effects. Unless authorities enforce current legislation such as the GDPR against companies deploying generative AI models, and guardrails and restrictions for using images of people are in place, the only real choice for consumers who do not want their images used for training data is to stop posting pictures online. This is clearly an insufficient solution.

### 2.4.2 PRIVACY CHALLENGES RELATED TO GENERATED CONTENT

It is particularly problematic if a generative AI model can generate new images of an individual, such as deepfakes. This involves creating "new" personal data about the individual, in a way the person can have no control over. This violates the integrity of the individual who is depicted in the generated content, potentially in very invasive or harmful ways.

### 2.5 Security vulnerabilities and fraud

Generative AI models can be abused by malicious actors to augment or supercharge criminal activities. As with other areas, generative AI can be used make fraud, scams, and other activities more efficient. The models can also pose challenges to existing security systems. While the types of cybercrime that can be undertaken using generative AI are not new, the ubiquity of the technology may lead to an upscaling of such attacks.

Large language models can be used by scammers to generate a large amount of convincing-looking text to deceive victims. Similarly, catfishing scams, where the scammer builds trust with the victim over time through regular contact, can potentially be automatized convincingly by the use of advanced chatbots. This means that the criminal can effectively scam more victims using less time and resources.

Sometimes a picture can be accurately reproduced by the generative AI model. This happens if the model was 'overtrained' on certain data. For example, the Mona Lisa is likely to be overrepresented in a training data set containing art, because it is such a famous work of art. If this happens, the model may overtrain on the face of the Mona Lisa, and therefore may be likely to reproduce the painting quite accurately. Overtraining on pictures of certain people will have the same effect, meaning that it is more likely to reproduce a photo of a high-profile celebrity than a random internet user. With open source models such as Stable Diffusion, however, any down-stream developer, including individuals, can train models on the faces of anyone, which can be used to create deepfakes.

In addition to the generation of pictures and the adverse effects this may have on consumers, it is also possible to generate text about individuals. This includes text generators generating false and/or libellous claims about people. For example, ChatGPT has generated text with potentially hazardous results for the people whom it concerns, such as false claims about a professor's involvement in a sexual harassment scandal or false claims that a mayor had served prison time.

Deepfaking can also be used to bypass security measures. When pictures and voices can be convincingly faked, this makes it possible to engage in fraud in new ways. For example, a reporter was able to fake clips of his own voice to bypass the voice recognition biometric identification on his bank account. Similarly, audio generators have reportedly been used to impersonate family members for criminal purposes.

Large language models are vulnerable to exploits to bypass filters and security measures ('jailbreaking'), deliberately manipulating the training data ('data poisoning'), and hidden commands that spur the models into taking certain actions, for example through hidden text in an
2.6 Replacing humans in consumer-facing applications with generative AI, wholly or in part

When generative AI models were initially introduced to the public, they were primarily stand-alone systems, with which end users could generate content. As the interest for these systems rose, the system owners introduced the possibility to incorporate them into other applications and systems through APIs. This could entail add-ons to recreational applications and systems, but it is also possible to envisage them in partly or fully automated decision-making systems, or as replacements of human interaction in consumer-facing services.

This may have far-reaching implications. For example, OpenAI founder Sam Altman has argued that in the future generative AI models may function as medical advisers for people who are too poor to afford healthcare. In May 2023 the US non-profit organization for supporting people with eating disorders laid off staff and volunteers for its helpline, to be replaced by an AI chatbot. While a spokesperson for the organization claimed that the chatbot was not a direct replacement for the helpline, it nevertheless accompanied the shutdown of the helpline service, leaving people without real humans to talk to. Automating such tasks may multiply the risk of fatal mistakes if there are problems in the training data or in the model itself.

For years, companies have attempted to automate consumer interactions, for instance by automating customer service through chatbots. Many companies make it difficult for consumers to get in contact with humans, which adversely affect consumers who do not have standardized problems that are addressed in FAQs and similar documents. With the rise of generative AI, there is a risk that companies will make it even more difficult for consumers to get in touch with real humans.

2.6.1 Challenges related to combining human- and automated decision-making

Automated systems do not have the capacity for ethical reflection, sympathy, or understanding. Generally, people are not persecuted for minor infractions, but automated systems are not able to distinguish between minor

“The lack of transparency about how companies such as OpenAI use data has also sparked concerns about how confidential information may be abused.”

e-mail (prompt injection). These security vulnerabilities may prove to be grievous, as companies try to stay ahead of the curve by integrating generative AI rapidly into various services, potentially without sufficient security testing.

Cybersecurity experts have warned that text generators can also be weaponized by using the technology to write malicious code such as malware. This means that cybercriminals can potentially generate viruses and other harmful code without needing the technical proficiency traditionally associated with such activities. Similarly, AI models built for drug discovery can potentially also be used for designing biological weapons. Europol has also warned about the potential for large language models to be used in various types of cybercrime. According to the agency, content moderation may be insufficient as there are numerous ways to bypass such restrictions or jailbreak the models.

The lack of transparency about how companies such as OpenAI use data has also sparked concerns about how confidential information may be abused. Several high-profile companies have banned or warned its employees against inputting business information into ChatGPT. Amazon has reportedly observed the text generator generating text that closely matched internal company documents. This indicates that there is a risk that confidential information is leaked through generative AI models.
and aggravate infractions. If a consumer missed their payment by a day, a human might consider whether the customer relation should be prioritized over strict compliance with the rules, and therefore allow for a late payment with no additional costs. The automated system would not be able to make such considerations. Sympathy and principles of fairness could therefore be lost in the transit of automating processes.

Fully automated systems are usually regulated through additional legal provisions and protections, to account for additional risks related to such decision-making. This can in some cases entail requirements of human involvement, or lead to companies introducing a human in the loop to avoid legal scrutiny. Keeping humans in the loop is however a complex measure, with several pitfalls.

Humans can both over-rely and under-rely on the output of automated systems, and the problem is particularly prominent in automated computer systems that do not produce explainable or interpretable decisions. It is however over-reliance on automated systems’ output that involves the most novel challenges, as opposed to an individual over-relying on her own decisions, which is more similar to a wholly manual decision-making process.

In wholly or partially automated systems over-reliance can affect different people: the “human in the loop” might not challenge the system, even when it would be prudent, while the person who is affected by the decision might not lodge a complaint or demand a human review of the decision. In both cases, the interests of the person affected by the decision are put at risk.

As described in previous sections, the output of text generators such as ChatGPT have proven very convincing. If text generators are used in decision-making processes affecting consumers, the risk of over-reliance on the output might increase. These effects may be further compounded by end users believing that they are interacting with a sentient intelligent being rather than a probabilistic text generator.

Even if the interlocutors understand a decision, deem it untrustworthy, and therefore consider overturning it, there can be additional hurdles. From a business perspective, there is efficiency to gain from automating whole or parts of a process. If the decisions from the machine are generally upheld, overturning a decision might require more in-depth arguments than accepting the decision. An interlocutor who repeatedly overturns the decisions, thus halting efficiency, may be seen as a troublemaker.

As to responsibility and liability, overturning decisions could prove difficult for individual, human interlocutors. While a wrongful decision from a computer system can be blamed on that system, overturning the decision could significantly heighten the interlocutor’s sense of risk because the interlocutor assumes responsibility for the decision. Liability regimes can enhance the actual and perceived risk for interlocutors.

“If text generators are used in decision-making processes affecting consumers, the risk of over-reliance on the output might increase.”

2.7 Environmental impact

An increasing number of people in the research and scientific community are raising the issue of the impact of generative AI model development on the environment. In a context where climate change and scarcity of natural resources are a global challenge, a dilemma arises between claims that generative AI can solve climate change, and the actual environmental impact of such technologies.

This section takes a closer look at some of these claims and provides a critical examination of the realistic impact that generative AI on the environment both today and in the near future. It should be noted that many of these impacts also apply to large swathes of the broader tech sector, but it is important that this perspective is not lost in the hype surrounding generative AI.

2.7.1 Climate impact

Some actors in the generative AI field claim that the technology has the potential to save us from the perils of climate change. However, the currently available data shows that deploying generative AI in the same context...
that large tech companies has been operating until now, is more of a problem than a solution to issues such as climate change, water shortages, and high energy consumption.

The Tech industry is already emitting a substantial amount of carbon. According to UNEP, in 2021, the tech industry’s emissions accounted for 2 to 3% of the world’s carbon emissions. In November 2022, the MIT reported that “the cloud has now a larger carbon footprint than the entire airline industry”. Generative AI is no exception to this negative trend.

In May 2023, AI reportedly “uses more energy than other forms of computing, and training a single model can gobble up more electricity than 100 U.S. households use in an entire year”. Data centres are known to use an incredible amount of energy, and already five years ago, it was predicted that the energy demands of worldwide computing could exceed the total world electricity power generation within a decade. This was before the rapid development and deployment of generative AI. With the exponential growth of generative AI models and investment in infrastructure to support this growth, energy use and carbon emissions are expected to skyrocket.

Forbes recently reported that “generative AI is breaking the data centre”. Indeed, based on a research by Tirias Research, data centre infrastructure and operating costs are projected to increase to over USD $76 billion by 2028 due to AI development. Tirias Research estimates that “this is the cost of more than twice the estimated annual operating cost of Amazon’s cloud service AWS, which today controls one third of the global cloud infrastructure services market”. This exponential growth has a price for the environment. The exact price is yet to be calculated, but as an indication, when deployed, plans to integrate large language models into search engines may involve a fourfold increase in energy usage per individual search query.

In other words, it is clear that AI technology comes with a high carbon footprint, and that energy is needed every step of the way when designing, training, developing, deploying, and using generative AI models. The problem is that there is still a lack of data available on the amount of energy needed for generative AI development. At the time of writing, no companies have disclosed numbers on how much energy was required for the lifecycle of a generative AI model.

“Data shows that deploying generative AI in the same context that large tech companies has been operating until now, is more of a problem than a solution to issues such as climate change, water shortages, and high energy consumption.”

The energy consumption of generative AI is exponential and will hopefully be more researched with projections for the next five to ten years, which will allow consumers access to information, and policymakers to regulate how much this industry should emit. For example, the amount of computing power used to train deep learning models increased 300,000 times in 6 years between 2012 and 2018.

There is currently no standardized way to measure carbon emissions of AI models, and no goodwill from AI-focused tech companies to release the necessary information. Whereas established tech companies such as Meta, Google and Microsoft publish yearly Sustainability reports where they self-report energy and water use as well as carbon emissions, AI companies such as OpenAI do not publish any kind of information on their environmental impact and how they mitigate it.

As a side note, it seems likely that even when they do make the effort of reporting, large tech companies underreport their own emissions, according to a 2021 study from the Technical University of Munich.

“Across a sample of 58 major tech companies surveyed, more than half of these emissions were excluded from self-reporting in 2019. At approximately 390 megatons carbon dioxide equivalents, the omitted emissions are in the same ballpark as the carbon footprint of Australia.”

There is a lack of interest in the tech industry in calculating carbon emissions generated by generative AI, as the industry is interested in obtaining higher results in accuracy through massive computational power, at the cost of all other considerations. For the AI community, it seems like there has been a constant push for “bigger is better”, where the exponential size of models and data sets is valued above almost all else. Unfortunately, this approach is not sustainable. Researchers have called this phenomenon “Red AI”, which results in rapidly escalating
computational and thus carbon costs. The researchers claim that a Green AI is possible, by focusing on efficiency of the models and a reduced environmental impact.

A more transparent approach to the environmental impact of generative AI is also possible. Hugging Face, a start-up working for a more ethical and transparent AI industry, has released its data about emissions from its own large language model BLOOM. BLOOM was trained on a French supercomputer powered by nuclear energy, which does not emit carbon dioxide, which means it has significantly lower emissions than LLMs of a similar size. Still, once the model was trained (and not yet deployed), BLOOM had already emitted the equivalent of 60 flights between New York and London.

Some claim that the tech industry is resisting measuring carbon emissions of AI development, while other say that the measuring it is quite difficult to do due to different energy usage depending on where the activities are located. However, if one is to believe that generative AI can save us from climate change, it should perhaps be reasonable to expect that it has the capacity to calculate its own carbon emissions.

In order to address the significant environmental impact of generative AI, companies should disclose how much energy they use, how it is sourced, and especially how much carbon a model emits over its entire lifecycle, including training, development, deployment, and use. Unless policymakers have access to this data, ideally measured and controlled by third party experts, it is impossible to hold the industry accountable and limit an uncontrolled and disproportionate impact on climate and the environment.

Clearly it is worth questioning whether AI is likely to save us from climate change. According to Sanjay Podder, the managing director and global lead of technology sustainability innovation at Accenture, “the exponential growth in data and its increased energy demand could actually counteract our global progress on climate change.” Author Naomi Klein points out that there is no shortage of data necessary to stop climate change, but that there is a need for concrete action and emission reductions by states and carbon-hungry companies.

### 2.7.2 Water Footprint

Water is at the centre of the climate crisis. The Intergovernmental Panel on Climate Change (IPCC) reports that roughly half of the world’s population is experiencing severe water scarcity for at least part of the year. According to the World Meteorological Institute, these numbers are expected to increase, exacerbated by climate change.

Projections also suggest that global water demand will increase by 55% between 2000 and 2050 due to growth from industries. The tech industry, including the development and deployment of generative AI, is a contributing sector contributing to the increased demand.

Water is mainly used to cool data centres. For example, Microsoft reports to have consumed 6.4 million m3 of water in 2022, 1.7 million m3 more than the previous year.

The development, training, deployment, and use of AI is making this need for water even higher. A recent study shows that training OpenAI’s large language model GPT-3 required enough water to fill a nuclear reactor’s cooling tower. According to the study, ChatGPT consumed half a litre of water just for completing a basic exchange with an end user. This example entailed measuring water consumption in Microsoft’s state of the art U.S. data centre, but if it was happening in a less energy-efficient data centre the researchers estimated that water consumption would be three times higher. With newer models such as GPT-4, the water requirements are expected to increase.

While some companies including Meta, Google, and Microsoft claim that they aim to become “water positive” by 2030, companies such as OpenAI does not report on any kind of water use for its activities. The water footprint of AI development is still largely undermeasured.
2.7.3 GREENWASHING & HOPES FOR GREEN AI

To palliate for the exponential need for water and energy for their activities, large tech companies rely heavily on offsetting (water replenishing projects and carbon offsetting). They also use controversial claims such as “becoming water positive” or “becoming carbon neutral” or even “carbon negative” as Microsoft claims to be by 2030. There are no claims to date that AI is carbon neutral, since AI companies generally do not report on any of their emissions or plans to reduce or offset them.

Carbon neutral claims by Tech companies always rely on investing in carbon offsets that pay others –usually in developing countries– to not emit carbon, instead of removing carbon dioxide in their own supply chain and business activities. Such carbon offsetting schemes are widely criticized, can be seen as misleading, and do not equal to a “carbon neutrality”.

Carbon offsetting is an easy way out to offset ones’ emissions rather than create smaller models with more efficient computational operations. Additionally, such carbon neutrality claims are highly criticized internationally across all industries, as they rely on non-standardized methodology, and balance carbon emitted today with plans of long-term carbon capture. Thus, carbon offsetting is often treated as a free card to emit as much as one wants or needs and buy oneself out of reducing emission.

The EU is considering banning or at least creating much stricter rules around carbon-neutral claims as such claims often amount to greenwashing.

More than offsetting, tech companies should be looking into designing less energy-hungry AI models and cutting emissions and conserving resources in all the four stages of the generative AI model development. This also means rethinking the linear gain in performance where exponential larger models are required or desired.

Attempts to make the AI sector more sustainable should begin with increasing transparency. As long as companies developing and exploiting generative AI are not transparent about how much energy they use, from what sources, and how much they project to use, it is impossible to hold them accountable and get them to commit to real reductions. Consumers should also have access to this data, to be able to choose an AI system with a smaller negative impact on the climate and environment or refrain from using the systems at all.

In the context of climate change, where natural resources will be scarcer, and markets such as electricity and access to drinking water will be increasingly under pressure, political decisions will need to be made about what to prioritize; an industry not measuring or reporting its emissions while using electricity for mega models that could have been more efficient, or using that energy for other purposes such as heating homes.

2.8 Impact on labour

In addition to the myth that generative AI will save humanity from climate change, there is also a pervasive myth that the technology can solve poverty. Rather than fighting poverty and oppression, big tech companies are strengthening and using existing power structures and may reinforce poverty rather than solving it.

2.8.1 LABOUR EXPLOITATION AND GHOST WORK

Technology companies exploit labour in the context of AI in at least two ways: firstly, by outsourcing difficult, temporary, and often traumatizing work to badly paid workers in the global South. Secondly, by creating the illusion that generative AI does not need human intervention and can function on its own, companies developing generative AI make these workers invisible and their...
struggles of poverty and trauma largely forgotten. This obfuscation of the human cost of automation is called ‘ghost work’. 179

A good example of this is the case of OpenAI’s attempts to make ChatGPT less toxic. This was done by making the model recognize acts and language of violence, including sexual violence, incest, and barbaric acts. 180 To do so, the company needed human intervention to label toxic content, and outsourced the job to the US-based company Sama. This company markets itself as company with an ‘ethical AI approach’ that lifted 50,000 persons out of poverty. 181 Despite fruitful deals between OpenAI and Sama, workers in Kenya were paid under USD $2 per hour, with high pressure to label harmful and toxic data 9 hours per day with little psychological help. Workers were fired at the end of the contract.

OpenAI does not disclose the name of the companies it outsources work to, which should be a transparency requirement to make sure ethical guidelines are followed across AI companies’ supply chain. The Kenyan workers are visible now due to an investigation by Time magazine, but there are many more ghost workers intervening for LLMs to be delivered to the public.

According to the magazine Sustain, there are constant reports of moderators and clickworkers working for OpenAI, TikTok, and others being underpaid and not receiving the necessary psychological support for their work, while also preventing them to unionize. 182 Their plight is often overlooked in the AI debate. 183

2.8 Impact on labour

2.8.2 LABOUR AUTOMATION AND THREATS TO JOBS

The increased use of generative AI has raised discussions about how the technology can augment workers task, but also make certain jobs redundant, and how it will impact the professions that are affected. 184 This is a topic that is relevant for many types of technology, but the rapid growth of generative AI has brought labour automation to the forefront. 185

If employers can simply prompt an artificial AI model to produce text or images, this may create incentives or excuses to lay off people in areas such as creative industries or journalism. For example, there is a risk that image generators make jobs in concept drawing and stock photos redundant, as it will be cheaper for companies to use an image generators than to pay an artist or photographer to create the images.

As described above, the automation of content creation may also devalue the work of actual humans, while reducing the general quality of available content.

In cases where employees are replaced by automated systems, this may also reduce service quality, for example in areas such as customer support. This may have particularly serious consequences in sectors where end users depend on having access to human services, such as when an eating disorder helpline laid off its staff to replace human workers with a chatbot. 186

“Rather than fighting poverty and oppression, big tech companies are strengthening and using existing power structures and may reinforce poverty rather than solving it.”

2.9 Intellectual property

Because generative AI models create new content based on already existing content, there are a number of questions about the intellectual property of both the originators of the training data, and the generated output.

There are vast amounts of content in the training data of many generative AI models that are protected by intellectual property law. It is currently unclear whether the training of generative AI models without consent from the artist/writer/photographer/subject is legal. For example, there have been major protests in artist circles against the development and use of image generators trained on intellectual property content. 187 This is particularly controversial when the AI models can generate new images by emulating a specific artist’s style or distinctive features. 188
In January 2023, three artists filed a lawsuit against Stability AI and Midjourney over the use of Stable Diffusion, on the basis that the tool uses copyrighted images from millions of artists as training data. Stable AI has introduced a system for artists to opt out of their work being used to train Stable Diffusion, but this is a time-consuming process that puts the burden on individual artists who did not ask to be part of a training data set in the first place. Furthermore, artists have argued that synthetic content generated to resemble original artworks are “grotesque mockeries” and that it devalues the role of artists.

There are also several unresolved legal questions about who owns the copyright to a work created using generative AI. A computer cannot have intellectual property rights, and it is unclear to what extent the end user of the model obtains copyright on a work created using generative AI.
3. REGULATIONS
3. Regulations

Existing legal frameworks are always tested with the emergence of new technologies, and generative AI is no different. All technology-neutral laws may be applicable to generative AI when the technology is used in a relevant context. However, since there is no precedent or case law to draw upon, enforcement agencies play an important role in drawing the line between legal and illegal training, deployment, design, and use of generative AI. This will serve to clarify if and where there are loopholes in existing legal frameworks when it comes to generative AI. Enforcement agencies also play a crucial role in ensuring that companies developing and deploying generative AI conform with the boundaries already laid out by lawmakers. In this way, the development and training of generative AI may be safe, fair, and accountable.

If existing laws do not sufficiently address the risks of emerging technologies, it may be necessary to amend them, or introduce new laws. There are many advances to regulate artificial intelligence across the world, some of which will also be highly relevant for generative AI. In Europe, there are several ongoing processes that may serve to improve existing frameworks or create new regulations to improve consumer rights and minimize harms from technology. These opportunities must be used by EU lawmakers.

Following below are some of the most prominent and relevant legal areas for addressing the challenges of generative AI on consumers as outlined in chapter 2 of this report, such as data protection, consumer law, and product safety law. The section is centred on European legal frameworks, drawing on examples from the U.S. when particularly relevant. Emerging laws, such as the draft European AI Act, AI Liability Directive, and the revision of the Product Liability Directive, are also described as far as they pertain to generative AI. The table below summarizes some of the most important points.
### Regulations

<table>
<thead>
<tr>
<th>Regulations</th>
<th>Existing Law or Future Law?</th>
<th>Applicable to Generative AI?</th>
<th>Effect on Generative AI?</th>
<th>What Needs to Be Done?</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>The General Data Protection Regulation (GDPR)</strong></td>
<td>Existing</td>
<td>Applicable to any parts of generative AI relating to personal data, including in particular the training data, input and output of generative AI systems.</td>
<td>Controllers must abide by the requirements in the GDPR for any processing of personal data. This includes several data subject rights, such as the right to rectification and deletion.</td>
<td>Enforcement agencies must investigate generative AI systems to ensure compliance with the existing legal framework. Some DPAs are already investigating certain generative AI systems.</td>
</tr>
<tr>
<td><strong>The Unfair Commercial Practices Directive (UCPD)</strong></td>
<td>Existing</td>
<td>Applicable to generative AI systems in the context of commercial practices.</td>
<td>Traders must not employ generative AI in a way that amounts to misleading or aggressive practices under the UCPD, or a practice in breach of the trader’s due diligence.</td>
<td>Consumer authorities must investigate generative AI systems to ensure compliance with the UCPD. The EU Commission should make use of the ongoing fitness check to ensure a broad enough scope of the UCPD, as well as effective remedial mechanisms.</td>
</tr>
<tr>
<td><strong>General Product Safety Directive (GPSD)</strong></td>
<td>Existing</td>
<td>Potentially applicable, but there are some uncertainties related to the definitions of scope and harms in the GPSD.</td>
<td>Producers must not place unsafe products on the market.</td>
<td>Product safety authorities must take preventive action to address harms stemming from generative AI to the degree possible under the GPSD.</td>
</tr>
<tr>
<td><strong>General Product Safety Regulation (GPSR)</strong></td>
<td>Will come into force by the end of 2024.</td>
<td>Applicable</td>
<td>Producers must not place unsafe products on the market.</td>
<td>Product safety authorities must prepare for when the GPSR comes into force, to apply it to generative AI and ensure that there are no unsafe products on the market.</td>
</tr>
</tbody>
</table>
### 3. Regulations

<table>
<thead>
<tr>
<th>EXISTING LAW OR FUTURE LAW?</th>
<th>APPLICABLE TO GENERATIVE AI?</th>
<th>EFFECT ON GENERATIVE AI?</th>
<th>WHAT NEEDS TO BE DONE?</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>THE DIGITAL SERVICES ACT (DSA) IN THE CONTEXT OF CONTENT MODERATION</strong></td>
<td>Will be fully applicable to all entities in its scope in February 2024, and to designated very large online platforms (VLOPs) and very large online search engines (VLOS-Es) by the end of the summer 2023.</td>
<td>Seemingly not directly applicable to generative AI systems.</td>
<td>Content moderation requirements on the generated text.</td>
</tr>
<tr>
<td><strong>EU COMPETITION LAW</strong></td>
<td>Existing.</td>
<td>Applicable.</td>
<td>Companies developing or deploying generative AI may not abuse their dominant position in the market.</td>
</tr>
<tr>
<td><strong>THE ARTIFICIAL INTELLIGENCE ACT (AIA)</strong></td>
<td>Currently being negotiated, trilogues to begin in 2023. Expected to be fully applicable by April/May 2026 at the earliest, if there is a trilogue agreement by January 2024.</td>
<td>Likely applicable, but uncertain whether generative AI systems will be regulated separately as foundation models (Parliament Position), in the context of high-risk systems, prohibited practices, or in the context of chatbots or deepfakes (Commission Draft), or as a general purpose AI system (Council Position).</td>
<td>Still very uncertain.</td>
</tr>
<tr>
<td><strong>PRODUCT LIABILITY DIRECTIVE (PLD)</strong></td>
<td>Existing.</td>
<td>Likely not applicable.</td>
<td>EU lawmakers must ensure the AIA takes account of the harms outlined in chapter 2 of this report, by ensuring consumer rights and necessary obligations on the whole generative AI actor chain.</td>
</tr>
</tbody>
</table>
### 3. Regulations

<table>
<thead>
<tr>
<th>EXISTING LAW OR FUTURE LAW?</th>
<th>APPLICABLE TO GENERATIVE AI?</th>
<th>EFFECT ON GENERATIVE AI?</th>
<th>WHAT NEEDS TO BE DONE?</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>THE REVISED PRODUCT LIABILITY DIRECTIVE (REVISED PLD)</strong></td>
<td>Coming, currently being negotiated.</td>
<td>Uncertain, namely due to a recent judgement on the current PLD.</td>
<td>May allow consumers to seek compensation, but not for non-material harms, which is a substantial limitation in the context of generative AI.</td>
</tr>
<tr>
<td><strong>AI LIABILITY DIRECTIVE (AILD)</strong></td>
<td>Coming, currently being negotiated.</td>
<td>May be applicable, depending on the AIA.</td>
<td>May allow consumers to seek compensation, but currently contains substantial limitations.</td>
</tr>
</tbody>
</table>

The list of legal frameworks touched upon in this report is not comprehensive, and only covers EU laws. Many other EU laws will also apply to generative AI in different contexts, such as human rights law, anti-discrimination law, and employment law – many of which could have been included in this assessment but were left out due to capacity restraints. Similarly, the considerations of the applicability of different legal frameworks to generative AI is not comprehensive.

The overview presented in this report is thus a contribution to the discussion on remedies to the harms presented by generative AI, but extensive legal analysis will be necessary to determine the effect of these frameworks on generative AI.
3.1 Data protection law

The General Data Protection Regulation (GDPR)\textsuperscript{195} applies to the processing\textsuperscript{196} of personal data\textsuperscript{197} by companies established in the European Union or by companies established outside the European Union, when these companies process the personal data of a data subject in the European Union (EU) or the Economic Area (EEA).\textsuperscript{198}

The obligations in the GDPR primarily apply to “controllers”, the entity that determines the purposes and means of processing personal data.\textsuperscript{199} Some obligations are also laid on the “processors”,\textsuperscript{200} an entity processing personal data on behalf of a controller. As mentioned in chapter 1.1.2, development and deployment of generative AI involves several actors at different stages of the process. It is crucial that the different actors in the generative AI actor chain clearly define their roles, to ensure compliance with the GDPR throughout the whole process.

As companies develop and deploy generative AI models, the GDPR could be applicable to at least three aspects of the system: the training data used to develop the generative AI model, the outputs from the generative AI model, and the generative AI model itself.

As described throughout this report, generative AI models analyse large amounts of data, typically scraped from the internet. Some of these data points are undeniably personal data, which means that the GDPR is applicable to the processing. Similarly, the GDPR applies to the processing of personal data from individuals’ prompts to generative AI models, associated with them through personal accounts or similar.

It is possible to use generative AI to generate images, text, videos, and audio relating to identifiable natural persons. The GDPR will therefore clearly be applicable to some output as well as the input.\textsuperscript{201} This holds true regardless of whether the generated information is correct, meaning that a deepfaked photo or an incorrect statement related to an identifiable individual is still personal data.

The way that a generative AI model works, the model will not necessarily include any personal data – there are no actual pictures of individuals in the model itself – but the output may be an identifiable image of a real person. However, even if the model does not contain personal data directly, researchers have been able to extract training data from large language models. Large language models are generally more vulnerable to such extraction than their smaller counterparts.\textsuperscript{202} As mentioned above, the training data includes personal data as well, thereby potentially allowing for the extraction of personal data from the generative AI models. Some authors have argued that the possibility of extracting personal data from a model means that the model itself could be considered personal data.\textsuperscript{203} Thus it is possible that the GDPR might apply to the models themselves, in addition to the input and output of the models.

Under the GDPR, the processing of personal data generally requires a legal basis.\textsuperscript{204} There is a general prohibition on the processing of special category data, which includes categories such as personal data revealing racial or ethnic origin, political opinions, health, and biometric data.\textsuperscript{205} In cases where the training data and/or output of a generative AI model includes special categories of personal data, the controller must have a legal basis that exempts this prohibition.

As of May 2023, some light has been shed on the legal bases that some developers claim for processing personal data for the development of generative AI models. After scrutiny from the Italian DPA,\textsuperscript{206} OpenAI added a section in its privacy policy for international users, claiming legal bases such as performance of a contract and a broad legitimate interest to for example develop,
improve or promote its services. Google, on the other hand, has not yet released its chatbot Bard in the EU. There has been speculation that this may be due to the GDPR, and at the time of writing there is no mention of a legal basis for processing personal data in the context of Bard.

In addition to needing a legal basis for processing personal data, there are various other relevant legal requirements for processing personal data for the training, development, deployment, and use of generative AI models. The discussion on the principles of data protection by design and by default, data minimization and purpose limitation in the context of training machine learning models is nothing new, and the principles also apply to the training of generative AI models when personal data is involved.

The principle of data minimization involves collecting and processing as little personal data as possible for the stated purposes of processing. Purpose limitation includes not using personal data for other purposes than stated at the point of collection, and to not store the personal data for longer than necessary to fulfil these purposes. As the training of generative AI models requires large amounts of data, and the models are often developed to be general purpose, these principles may come into conflict with the approach taken by many developers of generative AI models.

### DATA SUBJECT RIGHTS

People whose personal data is processed (data subjects) have several rights under the GDPR. This includes the rights to erasure (having personal data deleted), rectification (having personal data corrected), and objection (protesting about the processing of personal data).

It is still unclear how companies developing and deploying generative AI models will be able to fulfil requests to provide data subject rights in practice. After scrutiny of ChatGPT by the Italian Data Protection Authority, OpenAI introduced an opt-out mechanism to have personal data removed from the training data, and the possibility to correct inaccurate personal information. However, OpenAI clarifies in its privacy policy that (given the technical complexity of how our models work, we may not be able to correct the inaccuracy). In other words, it is highly questionable whether it is technically feasible for OpenAI to provide data subject rights and comply with the GDPR.

It is also questionable whether an opt-out system such as the one implemented by OpenAI can be compliant with the GDPR. For the opt-out system to be effective, it would require the individual’s knowledge that a generative AI model was trained on their personal data. This is not evident to consumers unless they are frequent users of the generative AI models, and even then, it is unlikely that they would understand the extent of the processing of personal data.

A significant hurdle that relates to deleting personal data from the training data is the sheer size of the data sets used to train generative AI models. The work related to the collection, cleaning and preparation of data sets is generally not prioritized by AI practitioners, in favour of model development. Consequently, companies’ ability to find and delete data traces of any individual is compromised by their lack of oversight and documentation of the data sets, which is at odds with data protection law.
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3.1.2 THE ITALIAN DPA’S DECISION CONCERNING CHATGPT

There have already been efforts to apply the GDPR to generative AI models. On March 31st 2023, the Italian Data Protection Authority (DPA) imposed a temporary limitation on OpenAI, the owner of ChatGPT, regarding the processing of personal data of Italian individuals. At the same time, the DPA opened an inquiry into the facts of the case. This was due to several potential breaches of the GDPR, such as issues related to the processing of personal data about end users of the ChatGPT service, processing of personal data in relation to the training of the model, as well as processing of personal data during content generation. As a result, OpenAI temporarily blocked access to ChatGPT for individuals located in Italy. While this addressed some of the data protection issues described by the DPA, it was for example still possible for peoples outside of Italy to generate personal data concerning Italian citizens.

Some of the potential breaches pointed out by the Italian DPA have more far-reaching consequences than others. It is possible for OpenAI to implement measures to address issues such as data breaches and age verification mechanisms without altering its model significantly. Generation of inaccurate personal data seems more difficult to address, even though it is in line with OpenAI’s general attempts to increase accuracy in its models. As mentioned above, OpenAI already states that it may not be able to correct inaccuracies, and it seems very unlikely that the company would be able to guarantee accurate personal data about individuals, either intrinsically in their model or through content moderation, as discussed above and in chapter 2.3.2.

The final and most damning issue that the Italian DPA raised is that OpenAI appeared to have no legal basis to process personal data about Italian citizens to train its model. As the GDPR is harmonized in the EU, this would effectively mean that OpenAI did not have a legal basis to train its generative AI model on personal data from any data subjects in the EU or the EEA. While OpenAI has not shared information about its training data, it is safe to assume that it contains personal data about data subjects in the EU and the EEA, for instance scraped from the internet.

It is technically possible to prepare new data sets for the training of subsequent GPT models, cleaning the data sets to remove personal data about data subjects in the EU and the EEA, but this would be extremely time and resource intensive, and probably halt development significantly. In any case, this issue raises the question of whether general purpose generative AI models and the GDPR can coexist in their current form.

On April 28th 2023, ChatGPT was reinstated in Italy, after OpenAI introduced various data protection measures, such as the opt-out mechanism described above, a mechanism to exercise the right to erasure of personal data, a new information notice including the legal bases used for processing, and age specification requirements. While OpenAI has on paper introduced additional data protection measures, it is unclear how consumers would be able to make effective use of their rights, such as the right to opt-out from their personal data being used to train the generative AI model, in practice.

Even if OpenAI were to have legitimate interests that are overridden by the fundamental rights of data subjects, OpenAI seemingly did not conduct this balancing act before releasing its generative AI model to the public. OpenAI’s compliance with for example the principles of lawfulness of processing or accountability therefore appears dubious at best. The Italian DPA’s apparent acceptance of these claims could prove problematic, as compliance with the GDPR goes beyond the quick fixes deployed by OpenAI.
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It seems evident that the GDPR’s protections of individuals will require extensive analysis and swift enforcement to be effective. Even if the GDPR can serve to protect individuals, the regulation has been criticized for being slow and complicated to enforce particularly in cross-border cases.\(^{232}\) The European Data Protection Board (EDPB) has however established an EU-wide “task force” to coordinate investigations and enforcement on ChatGPT, so there will evidently be more legal development.\(^{228}\) The French DPA has received several complaints and published an action plan involving ChatGPT.\(^{229}\) Both German and Spanish DPAs are also considering actions.\(^{230}\)

Although OpenAI and ChatGPT has been the main focus of GDPR enforcement in the field so far, others are likely to follow as different models become widely used. There is clearly appetite for enforcement, and so the GDPR will be an important legal framework in ensuring generative AI that respect data protection rights for all data subjects.

### 3.2 Consumer law

The Unfair Commercial Practices Directive (UCPD)\(^ {231}\) lays out the legal provisions governing business-to-consumer practices in the EU and EEA. It is technology-neutral, applies to all business-to-consumer transactions, and is meant to work as a catch-all to protect the consumer’s decision-making in the commercial environment. The directive targets traders’ practices, to ensure these commercial practices\(^ {232}\) are not unfair, often through requirements on disclosure and openness.

Certain commercial practices are banned outright, through the blacklist of unfair commercial practices in the UCPD Annex 1. In addition to the banned practices of Annex 1, there are several broad, discretionary legal provisions in the UCPD. A commercial practice is unfair if it is misleading\(^ {234}\) or aggressive,\(^ {235}\) causing (or likely to cause) an average consumer to take a transactional decision she would not have taken otherwise.

Transactional decisions have been broadly defined and include consumer decisions such as adding an item to a virtual basket or entering a shop. In the most recent guidelines to the UCPD, published in December 2021, the EU Commission also included examples such as continuing to use a service by browsing or scrolling,\(^ {236}\) thus apparently broadening the scope of the transactional decision test of the UCPD to entail business practices at the core of the attention economy. As the Guidelines are not legally binding, it is not yet clear how they will be interpreted by Consumer Authorities and courts in practice.

There is also a general clause under which a practice is unfair if it is contrary to the requirements of professional diligence and it distorts, or is likely to distort, the average consumer’s economic behaviour. This serves as a safety net to ensure that unfair practices not covered by the blacklist, misleading practices or aggressive practices can still be subjected to the fairness assessment of the UCPD.\(^ {237}\) The requirement of professional due diligence could also serve as a bridge to other legal frameworks, such as non-discrimination law, making it possible to integrate jurisprudence from such laws in the consumer law context.\(^ {238}\)

Generative AI as stand-alone models or embedded in other, consumer-facing services can potentially be addressed by the UCPD in several ways, either argued in a traditional monetary sense, or by keeping consumers on the service. In any case, the applicability of the UCPD depends on the generative AI model being used in the context of a commercial practice.

Bing is currently employing advertisements in their generative AI search,\(^ {239}\) which requires distinct labelling to ensure that it is not a misleading practice. If a text generator is used to persuade the consumer to stay engaged with the service, for instance through persistent communications, particularly targeting the consumer’s identified weaknesses (as may be the case for chatbots programmed to generate and simulate romantic involvement), this could also amount to an aggressive practice. As mentioned in chapter 2.1.4.3, companies are already
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3.2 Consumer law

attempting to integrate generative AI into their shopping experiences, which could potentially mislead consumers into buying a product by providing inaccurate information.

There have been calls to address consumer challenges stemming from generative AI through the UCPD. The European consumer organization BEUC\(^{242}\) addressed a letter about generative AI, and particularly text generators, to DG JUST and the Consumer Protection Cooperation Network (CPC Network) on April 21st, 2023.\(^{243}\) In the letter, BEUC brought attention to various ways in which generative AI is deployed that may influence consumer behaviour in a way that is in breach of the UCPD, also taking account of vulnerable groups such as children.

There is clearly a need for consumer authorities to consider and address illegitimate use of generative AI in commercial contexts as they are employed in an increasing number of services. The UCPD may be used to tackle certain challenges related to generative AI in the context of commercial practices. Particularly relevant examples may be if a generative AI model is used in a way that provides consumers with false or misleading information about for example products, or if the system owner omits information from the terms of services.

At the same time, there are some potential limitations to the UCPD’s applicability to generative AI. Presumably, generative AI may often be used to increase consumer interaction with a trader’s service and boost engagement by capitalising on the AI’s capability to seem like a sentient interlocutor despite its obvious limitations. This may mislead consumers to dedicate much more time and attention to such services than they normally would, absent the illusion created by the model, for example if a chatbot is designed to simulate romantic emotions toward the consumer. However, the UCPD’s usefulness against practices unfairly extracting consumer attention and engagement is not yet certain. This would require a broad understanding of what constitutes “transactional decisions” that so far is only based on the European Commission’s (non-binding) Guidelines, rather than the letter of the law. As such, many relevant practices are not clearly covered by the UCPD.\(^{244}\)

There is also the question of whether the remedial mechanisms of the UCPD are sufficient, unless they are applied in a way to also require a ‘fairness by design’ to

be offered by digital services as a necessary pillar of professional diligence, rather than focusing on disclosure requirements. The EU Commission should take advantage of the ongoing digital fitness check, which is an evaluation of the current EU consumer law’s fitness to ensure a high level of protection,\(^{243}\) to address these problems.

3.2.1 CONSUMER LAW IN A U.S. SETTING

In the United States, the Federal Trade Commission (FTC) enforces the FTC Act, which gives the FTC the authority to enforce violations of unfair and deceptive trade practices.\(^{244}\) Unlike the European Consumer Authorities, the FTC is mandated to prescribe rules to target specific deceptive practices or unfair methods of competition within the scope of the FTC Act.\(^{245}\) As of June 2023, the FTC is in the midst of a broad rulemaking process that can create new rules proscribing specific practices that are always unfair and deceptive. This means that the FTC could react more forcefully and specifically to new technologies on the market.

The FTC has already issued guidelines on AI in 2021, calling for transparency, unbiased results, accountability, and more.\(^{246}\) In 2023, amidst the surge of generative AI products and services, the FTC also issued a statement to businesses, reminding them of the need to advertise AI in a truthful and responsible way.\(^{247}\)

Although the FTC has not yet undertaken enforcement actions against companies deploying or training generative AI, it has had cases with strong equitable remedies including Algorithmic Disgorgement.\(^{248}\) The remedy requires the company to delete data and models/ algorithms built on that data when the consumers’ rights were violated in the collection process. This powerful remedy may improve the practices of companies that fear being forced to delete their models.

The Center for AI and Digital Policy filed a complaint to the FTC on March 3rd, 2023, asking for a moratorium on the release of further commercial versions of ChatGPT beyond GPT4, and for rulemaking relating specifically to generative AI.\(^{249}\) The FTC does not open cases for individual consumers, but can base investigations on such complaints and reports. It therefore seems likely that the FTC might react to this particular complaint due to the mass adoption of generative AI, in order to minimize consumer harm.

\(^{240}\) A European consumer umbrella organization of which the Norwegian Consumer Council is a member.
3.3 General product safety law

Product safety legislation is meant to ensure that products placed on the market are safe for consumers to use. Current European general product safety law is based on the General Product Safety Directive (GPSD). By the end of 2024, the General Product Safety Regulation (GPSR) will replace the GPSD. Both legal instruments are relevant in the context of generative AI.

### 3.3.1 The General Product Safety Directive

The GPSD complements sector specific legislation and applies to any risks from a product not covered by other laws. In practice, the GPSD performs the role of a safety net, ensuring safety requirements for all products in the European market.

The legislation requires that producers place only safe products on the market. While the Directive's definition of a product is broad enough to theoretically cover harms resulting from software linked to a product, the scope does not explicitly include or exclude software. Its applicability to GPT-models and other purely software based generative AI models is therefore still uncertain.

A product is deemed safe when it does not present any risk, or more than minimal risk to consumers' safety and health under normal and foreseeable use. This has traditionally covered physical impacts on persons, such as physical injuries or property damage, and mental health is not explicitly mentioned in the GPSD. While some argue that intrinsic mental health risks from products could be covered by the GPSD, the lack of explicit reference makes its applicability to mental health risks more uncertain.

Competent authorities are required to consider whether products are in fact safe, even after they have been placed on the market. Such a consideration must take account of the precautionary principle, meaning that a product may be presumed unsafe in the absence of scientific certainty about potential harms and harmful effects of the product.

As explained throughout this report, it seems clear that generative AI may in fact pose considerable risks to consumers, especially mental health risks. Such risks may for example arise from the generation and subsequent dissemination of inaccurate personal data or deepfakes, from the deployment of highly manipulative and personified generative AI models, or in situations where consumers use generative AI models for mental health or medical advice purposes.

There have been moves to apply the GPSD to generative AI, through alerting safety authorities to investigate safety risks of generative AI. The European consumer organization BEUC sent a letter to the Consumer Safety Network on April 12th, 2023 in this regard. The letter particularly brought attention to risks to consumer mental health.

### 3.3.2 The General Product Safety Regulation

A new General Product Safety Regulation (GPSR) has been approved by the EU, which will come into force by the end of 2024. The new regulation will repeal the GPSD and widens the scope of products by bringing software into the scope, as well as explicitly mentioning mental health. It will also require any producer to consider a product’s evolving, learning and predictive functionalities when assessing the risks of the product, which is clearly relevant in the context of generative AI products.

---
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3.4 Competition law

The applicability of the GPSD to generative AI models may be uncertain, but it seems clear that the GPSR will apply to generative AI models. It is necessary that safety authorities take preventive action to address harms stemming from generative AI to the degree possible under the current legal framework. This will also help safety authorities prepare thoroughly to enforce the GPSR as soon as it comes into force and starts applying to generative AI models.

3.4 Competition law

At its core, EU competition law serves to prevent anti-competitive practices so markets remain contestable, and consumers can benefit from lower prices, better quality of products and services, and more choice and innovation.

The essence of EU competition law is found in the Treaty on the Functioning of the European Union (TFEU), although implemented through other regulations. First, it is prohibited for companies to make anti-competitive agreements. Second, companies may not abuse their dominant position.

The concept of a “dominant position” is highly context-based and will depend on how the “relevant market” is defined. This includes, for example, the availability of alternative products and consumers’ willingness to switch to these alternative products. As discussed in chapter 2.1.3 above, the deployment of generative AI carries with it a risk of power concentration in the hands of a few actors. This may lead to certain companies becoming dominant within their respective markets, for example generative AI based search engines, shopping assistants, etc.

The digital sector notoriously consists of a very few, massive actors, often referred to as big tech. It is crucial that any emerging market relating to generative AI faces scrutiny from antitrust agencies early, to avoid a similar emergence of highly dominant companies in this market, who may be tempted to abuse their position. It is noteworthy that several big tech companies are investing heavily in generative AI.

Competition enforcement agencies clearly have a role to play to address some of the harms outlined in this report. The UK Competition and Markets Authority (CMA) has opened an initial review of competition and consumer protection considerations in the development and use of generative AI. Other competition authorities should closely monitor future developments in this sector and be ready to intervene early if they notice behaviours or practices falling within their remits, which could be anti-competitive. This would help ensure that the emerging generative AI sector remains fair and competitive.

3.5 Content moderation

The Digital Services Act (DSA) is a new EU regulation, aiming to improve the mechanisms for removing illegal content, and to protect individuals’ rights, including freedom of speech and a high level of consumer protection. It will be an important tool in introducing new content moderation to online services.

The DSA applies to online intermediary services, meaning conduit services, caching services and hosting services. In practice, this means that the DSA applies to services connecting consumers to goods, services, and content – such as online marketplaces, social media platforms, cloud hosting services, and internet access providers.

It will be fully applicable to all entities in its scope in February 2024, while very large online platforms (VLOPs) and very large online search engines (VLOSEs), some of which have already been designated by the European Commission, will have to oblige by the new rules as of the end of the summer 2023.
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Generative AI models are not clearly covered by the DSA. The most relevant type of service covered by the DSA is “hosting services”.271 Even then the applicability of the DSA is not clear, since the content provided by generative AI models is largely generated by the models themselves, rather than consumers or other third parties.

While generative AI models as stand-alone services may not be covered by the DSA, the DSA may be applicable to companies that wish to embed generative AI models in their platforms and services. The integration of ChatGPT in the search engine Bing, which is a designated VLOSE, may for example in effect trigger the content moderation requirements of DSA for the generated content.

Any content generated by generative AI and subsequently shared or stored by consumers on services covered by the DSA will similarly be covered by content moderation requirements. In both cases, the DSA appears to apply to the downstream provision and utilization of the generated content, rather than the content generation model itself.

### 3.6 The draft Artificial Intelligence Act

In April 2021, the EU Commission published a proposal for the Artificial Intelligence Act (AIA), laying down harmonized rules across the EU and the EEA “to foster the development, use and uptake of artificial intelligence in the internal market”.272

An EU legal framework aimed at regulating AI should be expected to also regulate generative AI. However, the Commission’s proposal for the AIA was published before the widespread adoption of generative AI during the winter 2022/2023. In the aftermath, discussions among EU lawmakers have focused heavily on how to properly regulate generative AI as part of the AIA.

As the AIA is not yet complete, it is not yet certain how it will apply to generative AI in practice. In the following, the Commission’s draft, as well as the Council and Parliament positions to the AIA as of May 2023 are briefly outlined. The overview begins with relevant aspects from the Commission’s proposal for the AIA.

#### 3.6.1 The EU Commission’s Proposal

The Commission’s proposal for the AIA (hereafter “Draft AIA”) applies to any provider placing an AI system on the market.273 AI systems are defined broadly, as systems generating output based on machine learning approaches, logic- and knowledge-based approaches, or statistical approaches.274 In other words, the scope of the Draft AIA is broad, encompassing many types of systems.

The AIA has a risk-based approach, regulating different types of AI systems based on their risks to individuals or society. Certain exclusively listed practices are prohibited,275 and may never be put on the European market. AI systems may also be classified as high-risk, for example if they are among the high-risk systems listed in Annex 3.276

Most of the Draft AIA focuses on regulating high-risk AI systems and setting out legal requirements for AI operators of these systems.277 This includes legal requirements such as creating a quality management system,278 including a risk management system,279 to meeting data quality criteria,280 accuracy, robustness, and cybersecurity measures,281 as well as creating technical documentation.282

Notably, any provider of a system that falls outside the scope of high-risk systems have few, if any, requirements laid upon them through the Draft AIA. There are some limited transparency requirements for applications such as chatbots and for deepfake material.283 All providers of
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systems that are not high-risk may also voluntarily abide by the requirements for high-risk systems, but have no legal obligation to do so. Thus, the Draft AIA targets a very broad range of AI systems, while imposing obligations on very few of them, and precluding Member states from imposing additional obligations. This makes the scope of high-risk AI systems especially important. Additionally, the Draft AIA contains very limited rights for consumers.

It is unclear how generative AI systems fit into the Commission's Draft AIA from 2021. It is plausible that they would have fallen inside the scope of the Draft AIA generally. For more specific requirements, the generative AI systems would have to be related to one of the high-risk categories in Annex III, be used in the context of chatbots or deepfakes for limited transparency requirements or be related to a prohibited practice.

3.6.2 THE EU COUNCIL’S POSITION ON THE AIA

In the Council's position on the AI Act (hereafter, "Council Position"), general purpose AI is addressed. The definition reads as follows:

"an AI system that – irrespective of how it is placed on the market or put into service, including as open source software – is intended by the provider to perform generally applicable functions such as image and speech recognition, audio and video generation, pattern detection, question answering, translation and others; a general purpose AI system may be used in a plurality of contexts and be integrated in a plurality of other AI systems."

This would apply to all types of generative artificial intelligence touched upon in this report.

In the Council Position, general purpose AI would be subject to high-risk obligations if they may be used as high-risk AI systems or as components of high-risk AI systems. Whenever the AI provider explicitly excludes all high-risk uses in the instructions or information relating to the generative AI, the general purpose AI system is exempted. This exemption may only apply when the exclusion is made in good faith.

In practice, it would be very hard for providers to ensure that their system can never be used in high-risk settings, as defined in the Council Position Annex 3. The extent of the ‘good faith’ requirement is therefore crucial; either it practically requires that all generative AI systems are subject to high-risk obligations, or it may prove to be too low of a threshold, serving as the basis for meaningless disclaimers from developers. In any case, the Council Position's effect on generative AI systems is uncertain.

3.6.3 THE EU PARLIAMENT’S POSITION ON THE AIA

As of May 2023, the EU Parliament's position is still being negotiated. The LIBE and IMCO committees of the EU parliament approved a compromise position on May 11th. It will be voted over in plenary in mid-June. The following therefore constitutes the parliament's presumed position at the time of writing (hereafter "Parliament Position").

Overall, the European Parliament's position significantly improved the European Commission's proposal. Consumers are granted new rights including a right to be informed when being subject to a decision from a high-risk AI system, a right to complain to an authority about an AI system, and the right to bring a supervisory authority to court if it fails to take action. Consumers were also given the right to ask for collective redress when an AI system has caused harm to a group of consumers.

When it comes to generative AI, rather than focusing on general-purpose AI like the Council's position, the European Parliament introduces a new concept: 'foundation model'. The Parliament Position defines 'foundation model' as an AI model that is "trained on broad data at scale, is designed for generality of output, and can be adapted to a wide range of distinctive tasks". All providers of foundation models have additional obligations, regardless of whether the models are provided as a standalone model or embedded in a system, or whether the models are open source or closed source. These obligations include requirements to identify and reduce risks to for example health, safety and the rule of law, data governance measures, appropriate levels of for example
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performance, predictability, interpretability throughout its life cycle, energy efficiency measures, and technical documentation.  

Models used as a basis for generative AI systems are clearly meant to be encompassed by the definition of foundation model. The Parliament Position refers explicitly to such systems in the article placing obligations on providers of foundation models. Foundation models used in generative AI systems are placed under additional obligations of transparency, adequate safeguards against the generation of unlawful content, and the publication of a “sufficiently detailed summary of the use of training data protected under copyright law”.  

3.6.4 THE ARTIFICIAL INTELLIGENCE ACT MUST PROTECT CONSUMERS

Since generative AI models are not built for a particular context, and they allow for wide-scale use, some authors have argued that generative AI models do not fit well into the risk-based system of the Draft AIA. Instead, they argue targeted measures such as system risk monitoring should be considered. At the same time, as outlined throughout this report, generative AI systems pose significant risks that must be mitigated at the development stage of the system, rather than at the time the system is placed on the market, or after the system is placed on the market.  

It is not yet certain how the AIA will apply to generative AI. With the AIA, however, European lawmakers have a unique chance to introduce enforceable guardrails to protect consumers against the risks of generative AI. That chance must be used effectively in the months to come before the AIA is finalized and should address the harms outlined in this report both through introducing consumer rights, and through obligations on the entire generative AI actor chain.

EU lawmakers must ensure that industry lobbying does not water out obligations and rights for consumers in the AIA. According to a report from Corporate Europe Observatory, industry lobbying efforts significantly weakened several relevant provisions in the proposed regulation from the Commission, including pushing for excluding general purpose AI systems from the regulation. EU lawmakers must be vigilant to avoid falling for lobbying tactics, that will no doubt increase during the final stage of negotiations.

While lawmakers finalize the AIA, other key enforcement agencies must also ensure the safety and rights of consumers. The AIA will not be fully applicable for several years, and in the meantime, it is necessary for enforcement agencies of other legal frameworks to protect consumers from the harms of generative AI, as outlined above.

“With the AIA, however, European lawmakers have a unique chance to introduce enforceable guardrails to protect consumers against the risks of generative AI.”

3.7 Liability

There are several relevant liability laws in the EU, meant to ensure that consumers receive fair compensation when defective products lead to harm. Some legal instruments are already in force, while others are still being negotiated.

3.7.1 PRODUCT LIABILITY DIRECTIVE

Product liability rules enable consumers to claim compensation for damage caused by a defective product. The current EU liability rules - the Product Liability Directive (PLD) - was adopted in 1985 and it is not clear whether it applies to generative AI.

applicable until at the earliest April/May 2026, if there is a trilogue agreement by January 2024.
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First, there is no consensus on whether the PLD applies to digital services and software such as generative AI.

Secondly, even if the PLD applied to digital services such as generative AI, a court ruling from the Court of Justice of the European Union established that information provided by a product is not covered by the PLD. Since the output of generative AI essentially is information in the form of speech, text or pictures, the fact that information is not covered by the PLD means that generative AI is most likely not covered by the PLD.

3.7.2 REvised PRODUCT LIABILITY DIRECTIVE

The European Commission has introduced a proposal for an updated product liability directive (revised PLD). The updated directive is also meant to cover software, including AI systems.

The revised PLD proposal, similarly to the PLD, operates with a non-fault-based liability scheme. While consumers will not have to prove fault with the operator or the producer of a product, consumers will have to prove the relevant defect in a product, the consumer harm and the causal link between the defect and the harm. It remains to be seen how the recent ruling from the Court of Justice on the current PLD will apply in the context of the revised PLD, thereby whether information provided by a product will be covered by the revised PLD or not.

In any case, for generative AI systems, most of the potential consumer harms are non-material, as outlined in chapter 2. Such harms are exempt from the PLD, which only covers material damage.

In total, neither the current PLD nor the revised PLD appear well suited to allow consumers compensation for harms from generative AI systems. The final wording of the PLD proposal will however have to be considered.

3.7.3 Ai LIABILITY DIRECTIVE

In parallel with the AIA, and as an addition to the PLD, the European Commission has proposed the AI Liability Directive (AILD), which is meant to provide consumers with the possibility to claim compensation for harms caused by AI systems. While the EU Commission has proposed a draft, it is likely that the Directive will not be finalized until the AIA has been adopted.

The AILD proposal gives consumers the possibility to claim compensation for all material harms, and non-material harms if allowed within national legal frameworks. However, there are serious limitations to the proposal which will significantly reduce its effectiveness in providing compensation for consumer harms.

Consumers that wish to claim compensation for harms caused by AI systems are required to prove fault of the AI system operator. Proving fault in the context of the AILD means that the consumer will have to prove that the AI system operator is not operating in accordance with the EU rules, including the AIA. Proving such non-compliance will require high technical and legal knowledge, none of which regular consumers have or should be expected to have. Since proving fault is a prerequisite for other mechanisms in the AILD, such as a presumption of causality between fault and the output leading to harm, this limitation is substantial. To make the AILD effectively protect consumers, non-fault-based liability should be established in claims from consumers and the burden of proof should be reversed.

When it comes to generative AI, it is still uncertain whether the AIA will classify generative AI as an ‘AI system’. If it does, since the definition of AI systems in the AILD refers to the definition of the AIA, then the AILD would be applicable to generative AI. However, compensation claims for damages created due to inaccurate information (in the form of text, images, or audio) are not harmonised under the AILD proposal. This means that compensation claims for consumers related to generative AI would therefore need to be assessed at the national level on a case-by-case basis.

The AILD is still early in the political process, and EU lawmakers have room to amend the proposal in a manner that would give consumers real options to seek compensation from harms arising from generative AI, regardless of national rules. This is necessary to increase consumer protection in the face of the harms outlined in chapter 2.

---

3.8 Industry standards and guidelines

Industry players are already developing guidelines that are meant to increase the transparency of both development and use of generative AI models. There have also been industry calls to halt the development of new generative AI models. The calls for a halt in development typically focus on the risks of very advanced models, and have coincided with a voluntary halt of development of GPT5 from Open AI. The many risks from current generative AI models such as systems based on GPT4, as identified and discussed in chapter 2 of this report, are however addressed insufficiently.

There are increasingly also calls for creating voluntary codes of conduct for developers and deployers of generative AI. For the EU in particular, the Commission is aiming to create a pact with companies ahead of the new rules in the AI Act. Policy makers in the EU are reportedly planning to co-create a code of conduct “within months”, which means the codes of conduct would be created or negotiated at the same time as the trilogue negotiations of the AIA. Industry representatives, such as Google, would in this way be perfectly placed to increase their lobbying efforts.

The envisioned process creates a dual risk. First, the European Commission has a role to play in trilogue negotiations and it cannot fulfil this role impartially if, at the same time, it is negotiating a code of conduct or other self-regulatory rules with the industry and third countries on the same topic. Secondly, it is unclear what requirements a voluntary agreement can include when the legal requirements for these actors in the EU are not yet defined. There is an obvious risk that the voluntary commitments will not be in line with the final legal text. The voluntary codes of conduct would be strongly affected by industry players’ views on feasibility and possibility to monetize products, instead of consumer and human rights. Finally, the AI Act may also be unduly affected by industry players. This is unacceptable and must not be allowed.

Industry standards and guidelines are unsuited to tackling the risks stemming from the deployment of GPT-models already on the market, as they tend to act as a lowest common denominator, lacks sufficient enforcement mechanisms and independent oversight. Instead of relying on voluntary industry commitments while the AI Act is not yet applicable, authorities should focus on the enforcement of existing laws such as consumer protection, data protection or product safety legislation. Policymakers and lawmakers should on their part strive to avoid self-regulatory regimes.
4. THE WAY FORWARD
Throughout this report, we have outlined significant harms and challenges related to the development, training, deployment, and use of generative AI. These are not hypothetical risk of future dystopias, but tangible harms that affect people and populations today.

We believe that while these issues are concerning, they are not insurmountable. Many of the problems regarding generative AI are echoes of well-known issues from other sectors, but the rapid development and adoption of generative AI models mean that it is pertinent to take actions to address the harms. We cannot afford to wait until the technology is so embedded in our lives and social structures that it is too late to change the direction of its development and use.

Technology is not an untameable beast but must be adapted to and shaped by the rules and values of democratic societies. To ensure that generative AI is developed and used in accordance with consumer and human rights, it is clearly insufficient to rely on companies to regulate themselves. It is the responsibility of policymakers and enforcement agencies to set boundaries for how the technology is trained, developed, deployed, and used. Therefore, lawmakers must not pass legislation based on what industry actors state is technically feasible, but rather what is necessary to provide safe and consumer-centric technology in the years to come.

Below we set forth some fundamental principles that we believe should be at the heart of how society approaches generative AI. This is followed by several action points for enforcement agencies, policymakers, and lawmakers, and enforcement agencies. We hope that these points will provide a blueprint for a human-centric approach to the technology.
4.1 Consumer rights principles that are key for safe and responsible AI

To ensure that generative AI is safe, trustworthy, fair, equitable, and accountable, there is a need for overarching principles that address consumer rights. The principles set out below provide a foundation for how policymakers and enforcement agencies should approach the opportunities and pitfalls of generative AI.

Many of the principles are already defined in current consumer law, but we urge policymakers and enforcement agencies to ensure that they are in fact the foundation for development and deployment of generative AI. This is key to ensure a technological landscape that respect fundamental consumer rights today and in the coming years.

- **Consumer rights must be respected.** The onset of generative AI must not undermine or displace already established consumer- and human rights, such as a right to information and transparency, fairness and non-discrimination, safety and security, privacy and personal data protection, and redress.

- Consumers must have the **right to object** and **to an explanation** whenever a generative AI model is used to make decisions that have a significant effect on the consumer.

- Consumers must have a **right to be forgotten** to have personal data **deleted** from generative AI models, to **rectify** harms from for example having false information produced about them.

- Consumers must have a **right to interact with a human instead of generative AI** where this is relevant, for example in customer service contexts. This should not incur additional costs on the consumer, so that consumers are not treated disparately and unfairly based on their ability to pay.

- Consumers must have a **right to redress and compensation for any damages** suffered from the use of generative AI.

- Consumers must have a **right to collective redress**, and to be represented by consumer organizations and other civil society groups with exercising their rights.

- Consumers must have a **right to complain to supervisory authorities or launch legal actions** in court when use of a generative AI model is in breach of the law.

- Developers and deployers of generative AI models must establish systems to ensure that these rights are available to consumers in practice.
4.2 Policy recommendations

The decision on how to integrate technology into society is an inherently political question. Elected officials and governments have a responsibility to ensure that technology serves the people, rather than the whims of a small number of companies. A consumer-oriented technology policy means that people and societies should not be used as testing laboratories for experimental technologies. The lessons learned from the broader transition into a digital society without sufficiently accounting for the rights of citizens and the effects on society must inform how governments approach generative AI.

To ensure responsible, fair, and accountable innovation on the terms of society, we need robust policies that are future proof, rather than being swept up in the hype and then having to course correct in the aftermath. Below, we present several action points for how governments and policymakers should approach generative AI and similar technologies.

4.2.1 CALLS TO ACTION AND EMPOWERMENT OF ENFORCEMENT AGENCIES

While emerging technologies such as generative AI are sometimes described as a regulatory wild west, there are already comprehensive legal frameworks in place. We believe that many of these regulations are already suited to address a number of the issues described in chapter 2 of this report. However, to effectively protect people from exploitation, discrimination, and other abuses of power, these laws must be enforced.

Effective enforcement requires that enforcement agencies have the necessary powers, expertise, and resources, and that entities that are unable to or refuse to comply are sufficiently dealt with. In this section we present several necessary approaches and prerequisites for enforcement agencies to use their existing tools to shape technology in a consumer-friendly way.

- **Enforcement agencies must not wait for upcoming regulation.** Instead, they must immediately investigate generative AI systems and apply relevant legal provisions from their respective legal frameworks, such as data protection, competition, product safety and consumer law.

- **Collaborative cross-sectorial investigations,** where several enforcement agencies are involved in the same investigation, may be necessary to manage the risks stemming from generative AI. It may be necessary to appoint a coordinator for algorithmic enforcement, to ensure progress in such collaborative investigations.

- **Enforcement agencies should be empowered to conduct post-market surveillance of** generative AI models and have the option to order product recalls or the deletion of algorithmic systems or parts thereof that fail to comply with relevant legislation. Such orders should be accompanied by significant monetary fines to deter bad practices.

- **Enforcement agencies must have all necessary resources to enforce infringements** of their respective legal frameworks, including personal and technical competence and the necessary technical tools. With the deluge of AI-generated content, scaling up market surveillance and enforcement will be necessary.

- **Transnational and national technological expert groups should be established to support enforcement agencies** in enforcement endeavours.

- **Research must be conducted on how to augment enforcement by using technology.**
4.2.2 DECISION MAKERS – STRATEGIC MEASURES

 Governments must take critical perspectives on generative AI into account in their national AI strategies. Over-arching principles to promote safe and human-centric generative AI must be built in from start rather than as add-ons, because add-ons are costly, and mistakes will erode trust.

 Governments must adopt a critical and precautionary approach to using generative AI in the public sector. The public sector has a particular responsibility to employ generative AI in a legal and trustworthy manner, and public procurement should be utilized to actively influence providers of stand-alone generative AI software or systems with embedded generative AI. In particular, the public sector should require transparency, to understand the technology before employing it in public sector contexts.

 Governments should strongly consider establishing institutions, or empower existing institutions, to continuously oversee and publicly debate and define mandatory principles to ensure that technology is developed, deployed, and used in the public interest.

 Governments should ensure public funding of research on data practices and consumer and societal harms stemming from generative AI.

 International trade agreements must not hollow out transparency obligations for generative AI systems, nor other obligations that are necessary to ensure consumer rights.

 Shareholders and investors in companies developing and deploying generative AI systems, particularly shareholder or investors from the public sector, should require that steps are taken to avoid and/or mitigate exploitative practices, environmental impact, etc. Companies should be required to have ethical guidelines as well as reporting on the steps taken.

4.2.3 NEW LEGISLATIVE MEASURES

While there are already many legal frameworks in place that may be suited to address the harms of generative AI, there will undoubtedly be areas with legal gaps and loopholes. In cases where existing laws are not sufficient, it is necessary to create new frameworks to protect consumers from harm. As described in the previous chapter, there are already several legislative initiatives in progress, and it is crucial that these processes result in strong future proof rules that are founded on consumer and human rights.

We call on policymakers and lawmakers to take a strong stance in favour of consumer protection and preserving human rights. It is necessary to have robust legal measures, including strict obligations on developers and deployers of generative AI systems to operate in a transparent and accountable manner, and to restrict development, deployment, and use of systems that are fundamentally incompatible with these rights.
4.2 Policy recommendations

4.2.3.1 Particular forms of generative AI that warrants additional scrutiny

- **Certain forms of manipulative techniques in generative AI systems should be banned.** This may include, for example, significant restrictions on anthropomorphized models, including the use of first-person language, the use of emojis and similar symbols, and simulating human emotions and similar attributes. Such restrictions could be dependent on the context and purpose of use. The threshold for acceptable techniques and applications should be higher when used by vulnerable groups such as children.

- For certain uses of generative AI systems, it might be necessary to **require pre-approval** from relevant enforcement agencies before deployment. Models that may lead to the exploitation or discrimination of consumers, in particular vulnerable consumers such as children, may be an example of this.

- **Policymakers must ensure that coming legislation is future proof,** to keep authorities from lagging behind rapid technological advancement. This involves principles and regulations that are technology neutral.

4.2.3.2 Obligations for developers and deployers of generative AI

Responsible development, deployment and use of generative AI presupposes that it is possible to control how the systems work, inspect the training data, oversee social and environmental impacts, and more. While transparency itself is not a panacea, it is a prerequisite to ensure that technologies do not undermine consumer and human rights. This cannot be a responsibility left to the companies themselves.

There is an urgent need for independent oversight, research, and auditing of generative AI systems, to ensure that companies are held accountable if something goes wrong, to identify and root out biases and inaccuracies, and to otherwise ensure legal compliance and mitigate harms. Therefore, we present a number of measures that should be imposed on developers and deployers of generative AI systems.

**TRANSPARENCY**

- Developers and deployers of generative AI systems must **be obligated to report and publish documentation about their risk assessments,** risk mitigation strategies, how they conduct content moderation, standardized performance metrics, etc. to the public. This should be done on two levels: a shorter, less technical version for consumers generally, as well as an in-depth description for experts from civil society, academia, and other third parties.

- All companies developing and deploying generative AI systems should have an **obligation to publish all information on energy use, water use and carbon emissions** for the whole lifecycle of the generative AI model and provide prognostics on future emissions for the day-to-day use. This includes resources needed for the production of the hardware, training of models, development, deployment, and use. A standardised model on calculating emissions, water use and energy use should be established that all companies need to use rather than inventing their own calculation system.

- Developers and deployers should disclose the names of all their suppliers publicly and report in a **transparent way on the working conditions in their whole supply chain,** including living wage and psychological support for moderators of violent and disturbing content, and packages for labourers needed only temporarily for a given task.
4.2 Policy recommendations

Developers of baseline models for generative AI must be obligated to register their models in a centralized, public system, to ensure oversight of relevant generative AI models.

Deployers of generative AI in consumer facing interfaces and services must be obligated to disclose how the generated content is influenced by commercial interests of developers, deployers, or third parties. This is particularly relevant when the content generated serves to inform consumer choices, such as content generated in the context of search queries or similar.

Deployers of generative AI systems must be obligated to disclose whenever consumers are interacting with a generative AI system, and whether consumer-facing systems are using artificial intelligence to affect the outcome of a decision.

Public and private organizations must be obligated to disclose whenever content has been generated by generative AI, when that content may have an effect on decisions affecting consumers, consumer rights more broadly, or democratic processes.

RISK MITIGATION

Deployers of generative AI systems must be obligated to carefully consider the context in which the generative AI system is to be deployed. Deployers of generative AI systems should not use generative AI systems without a careful risk assessment, including a mapping of what problems the system is meant to solve, verification that the system is compliant with relevant laws, risks to consumers and consumer rights, risks to human rights, risks of harm likely to impact vulnerable groups, adverse impacts on the environment, foreseeable societal and collective harms, privacy harms, etc.

Deployers of generative AI systems must be obligated to implement effective measures to mitigate the risks uncovered in the risk assessment before deploying the system, to arrive at acceptable residual risk. If the risks cannot be mitigated, or the system does not solve the problems it is meant to solve, the system should not be deployed in that context.

Developers and deployers of generative AI systems must be obligated to involve representatives from populations that may be impacted by the technology, in particular marginalized and vulnerable groups and communities. This precipitates democratic participation and interdisciplinary involvement. Stakeholder participation is necessary in the context of development and training of generative AI models, and for associated topics such as risk assessments, risk mitigation strategies, and content moderation, which needs to account for different cultural contexts, languages, etc.

Deployers of generative AI systems must be obligated to monitor and address the system’s impact on consumers after deploying the system, conducting continuous risk assessments and mitigation to arrive at acceptable residual risk, taking particular account of impacts on marginalized and vulnerable groups and communities.
ACCOUNTABILITY

There must be clear rules on accountability and liability for harmful effects of generative AI systems, such as harms to privacy, safety, consumer rights, and fundamental rights more broadly. These rules must clearly indicate which company in the supply chain is liable or require that developers and deployers of generative AI clearly establish responsibility and liability between themselves.

Any accountability scheme must make it easy for consumers, enforcement agencies and courts to hold the companies liable for consumer harm.

Developers of generative AI systems must be responsible for the data they use, representativeness in the data sets, their data cleaning and labelling practices, and other design choices that will affect all downstream uses of the systems. Such choices must be carefully documented, so downstream developers and deployers can consider the generative AI system’s risks and suitability.

Technical standards and certification schemes should be developed and used to assist developers and deployers of generative AI systems to develop, train, deploy and use the system in a responsible and legal way. However, policymakers must not outsource human rights, political and legal issues to standards bodies. Governments must ensure civil society participation in such bodies, or, lacking such participation, should not rely on them.

Generative AI systems and models must be auditable by independent researchers, enforcement agencies, and other third parties. This is essential to mitigate the risk of bias and discrimination, ensure responsible use of training data, and to ensure compliance with applicable legal requirements.

Audits should at least involve the training data, data collection practices, data labelling practices, content moderation practices, sustainability reports and the algorithmic models. Audits should be carefully documented to ensure accountability and reproducibility, and should be based on standardized auditing requirements.

Companies should be obligated to have quantitative and timebound commitments to reduce consumption, based on the calculations of the carbon emissions, energy, and water use of developing and deploying generative AI. This progress should also be audited by an external and independent actor with public reporting. This means bigger models might be reduced and less ambitious. Claims of zero net carbon activities, and carbon offsetting schemes should not be the default model with which companies “compensate” emissions, they should reduce emissions in their own activities.
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